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Abstract. Structured data sources promise to be the next driver of a significant
socio-economic impact for both people and companies. Nevertheless, accessing
them through formal languages, such as SQL or SPARQL, can become cumber-
some and frustrating for end-users. To overcome this issue, keyword search in
databases is becoming the technology of choice, even if it suffers from efficiency
and effectiveness problems that prevent it from being adopted at Web scale.
In this paper, we motivate the need for a reference architecture for keyword search
in databases to favor the development of scalable and effective components, also
borrowing methods from neighbor fields, such as information retrieval and natural
language processing. Moreover, we point out the need for a companion evaluation
framework, able to assess the efficiency and the effectiveness of such new systems
and in the light of real and compelling use cases.

1 Introduction

Since the last decade, we have been observing a continuous increment of structured data
available in the Web. In a first stage, structured data was only indirectly available as
“embedded” in Web pages. This is the case of data driven Web applications, where user
information needs are constrained by pre-defined Web forms which limit the range of
the queries that can be performed in favour of a simpler and more intuitive interaction.
Based on the user inputs, the Web application retrieves and publishes data extracted
from a private (i.e., not directly accessible by the external users) source. The collection
of all these sources constitutes the so-called Deep or hidden Web, terms denoting its
inaccessible nature. Therefore, the Web application constitutes the entry point for se-
lecting and filtering the access to the data which are then available only by manually
filling-up Web forms on application-specific search interfaces [43]. Moreover, tables
directly inserted in Web pages have been usually adopted for publishing structured data
on the Web. Several studies [15] tried to estimate the dimension of the information
contained in such tables and to develop techniques for their automatic discovering, ex-
traction and re-use as autonomous structured data sources. This legacy represents still
an open issue when it comes to unleashing the full potential of such data sources by
allowing users to seamlessly access them in a fashion not tied to pre-defined paths.



More recently, data have been recognized as an extremely valuable asset also from
the socio-economical point-of-view; the Economist magazine recently wrote that “data
is the new raw material of business” and the European Commission stated that “Big data
technology and services are expected to grow worldwide to USD 16.9 billion in 2015
at a compound annual growth rate of 40% – about seven times that of the information
and communications technology (ICT) market overall” [23]. The principal driver of this
evolution is the Web of Data, the size of which is estimated to have exceeded 100 billion
facts (i.e. semantically connected entities). The actual paradigm realizing the Web of
Data is the Linked (Open) Data [36], which by exploiting Web technologies allows
public data in machine-readable formats to be opened up ready for consumption and re-
use. In this emerging scenario, huge quantities of structured data are published on the
Web and they are readily available to end-users for direct consumption. Furthermore,
advanced services (e.g. Web and mobile applications) are increasingly making use of
these data by exploiting the outcomes achieved in the semantic Web and Linked Data
research fields.

In both cases described above, the tasks of finding data sources well-suited for spe-
cific information needs and selecting relevant data within a given data source are cru-
cial. In the following, we will focus on relational databases which are the key and most
widespread structured data sources baking the above mentioned scenarios, but we make
our analysis general enough to be used also with other sources.

Keyword search is the foremost approach for information searching and it has been
extensively studied in the field of Information Retrieval (IR) [14]. Nevertheless, re-
trieving information from (unstructured or semi-structured) documents is intrinsically
different from querying databases, and consequently this model has left out the struc-
tured data sources which are typically accessed through structured queries, e.g. Struc-
tured Query Language (SQL) queries over relational databases or SPARQL Protocol
and RDF Query Language (SPARQL) queries over Linked Data graphs.

Structured queries are not end-user oriented, given that their formulation is based on
a quite complex syntax and requires some knowledge about the structure of the data to
be queried. Furthermore, structured queries are issued assuming that a correct specifica-
tion of the user information need exists and that answers are perfect – i.e. they follow the
“exact match” search paradigm. On the other hand, end-users are more oriented towards
a “best match” search paradigm given that their information needs are often vague and
subjected to a progressive and gradual process of refinement enabled by the search ac-
tivity itself [7]. Indeed, according to Marchionini [45], information seeking activities
can be aimed at lookup (e.g. fact checking), learn (e.g. comprehend a phenomena, de-
veloping new knowledge) and investigate (e.g. support planning and forecasting) where
learning and investigative searching require strong human involvement in a continuous
and interactive way. As a consequence, search can also be seen as a multi-stage activity
that helps the user to clarify her/his information needs and to subsequently tune her/his
queries for finding better suited results.

In the last fifteen years, these facts triggered the research community to put a lot of
effort in developing new approaches for keyword search over structured databases [17,
18, 54]. Nevertheless, despite of the research work, there are not yet keyword search
prototypes able to scale up to industrial-grade applications. Two main issues are ham-



pering the design and development of next generation systems for keyword search over
structured data: (i) the lack of systemic approaches considering all of the issues of key-
word search from the interpretation of the user needs, to the computation, retrieval,
ranking and presentation of the results; and (ii) the absence of a shared and complete
evaluation methodology measuring user satisfaction, achieved utility and required effort
for carrying out informative tasks.

In particular, with respect to the first issue, we claim that a conceptual architec-
ture pivoting around keyword search and structured data needs to couple system- and
user-oriented components. The former ones aim at augmenting the performances (i.e.
efficiency) of the search, whereas the latter ones aim at improving the quality of the
search (i.e. effectiveness) from the user perspective. Such system- and user-oriented
components already exist and have been demonstrated to be effective for their specific
purpose. Nevertheless, their integration into a unique framework for keyword search is
still lacking. Moreover, it should be considered that a search process is part of a wider
user task [38] from which the information need arises and, in turn, makes the user resort
to issuing queries to satisfy it. This makes the whole process quite complex and brings
in the accomplishment of the user information need several degrees of uncertainty. The
main focus of keyword search, i.e. getting out the most from the relational data starting
from keywords instead of a structured query, is certainly something that helps users in
carrying out their tasks. Nevertheless, many factors, beyond algorithmic correctness and
completeness, may impair the impact of keyword search and prevent users to fully ex-
ploit its potentialities. Indeed, as also discussed above, even if a database is designed for
answering exact queries, the search process and the user intents are usually defined in a
vague way which calls for best match approaches and for ranking the results of a query
(even exact) by the estimation of how much they may fit the actual information needs of
the user. Therefore, we need to put keyword search into a broader context and envision
innovative architectures where keyword search is one of the components, paired with
other building blocks to better take into account the variability and uncertainty entailed
by the whole search process.

Concerning the second issue, experimental evaluation [32] – both laboratory and
interactive – estimates how much systems are adherent to the user information needs,
provides the desired effectiveness and efficiency, guarantees the required robustness and
reliability and operates with the necessary scalability. Measuring these abilities provides
insights about the features of a system thus indirectly becoming a key means for sup-
porting and fostering the development of new systems with improved performances.

In light of this, we claim that the current frameworks for the evaluation of keyword
search in relational databases [20] need to be re-thought, by moving beyond the evalu-
ation of keyword search components in isolation or not related to the actual user needs,
and, instead, by considering the whole system, its constituents, and their inter-relations
with the ultimate goal of supporting actual user search tasks [9, 25]. Furthermore, we
outline some guidelines for defining a fair and complete evaluation of keyword search
approaches building on the well-established IR evaluation methodologies and tuning it
for taking into account the intrinsic peculiarities of search over structured data.

The paper is organized as follows: Section 2 discusses the common approaches for
querying structured data, proposes a conceptual architecture for keyword-based search



systems and presents a use case. Section 3 points out the main limits of current bench-
marks for evaluating keyword search systems over structured data and Section 4 out-
lines some guidelines for defining a fair and complete evaluation methodology. Finally,
Section 5 reports final remarks and future works.

2 Querying structured data

Issues related to keyword search over documents have been addressed by the IR com-
munity since its inception, back in the mid of last century. A generic IR system com-
prises three main components [14]: an index and a retrieval and ranking model. The
typical search process starts by considering the user’s information need from which a
query composed of one or more keywords (i.e. terms) is then derived. Although search
is typically based on simple keywords, IR systems usually support also richer syn-
tax allowing for the use of boolean and pattern matching operators, compound terms,
phrases, alternative weighting of terms, and so on. A major task of an IR system is
to build and maintain the index which is a data structure containing the terms in the
documents associated with the locations where they appear; for enhancing the search
process IR systems also maintain statistics about the indexed documents such as the
number of occurrences of a term in a document and in the whole collection. By ex-
ploiting the index, the statistics and other available data, the system processes the user
query (i.e. parse it into terms to be matched against the index) and by using a retrieval
model – e.g. boolean model, vector space model, language model – returns a list of
documents ranked accordingly to their estimated relevance to the user need. Finally,
evaluation is conducted off line and it is aimed at measuring the effectiveness of an IR
system for further understanding its functioning in a real environment and giving in-
sights about how it can be improved. As stated in [14], in order to be successfully carry
out, IR evaluation must have: (i) a characterization of the system purpose; (ii) a mea-
sure that quantifies how well this purpose is met; and, (iii) an accurate and economical
measurement technique.

The problem of ranking documents (i.e. assign scores) accordingly to the user’s
query is one of the most studied problems in the field.

IR can be considered now as a mature technology and its research activity out-
comes are implemented in commercial systems such as web search engines and domain-
specific IR systems (e.g. desktop search, patent search and medical search). Further-
more, IR can count on a well-defined and shared specification of the main components
of a search system, a thorough and fair evaluation methodology and a cooperative re-
search community addressing specific aspects of IR systems – e.g. information needs
modeling, indexing, retrieval and ranking and results presentation – while maintaining
the common aim of improving search efficiency and effectiveness.

The research in keyword search over relational databases is still young and far from
providing similar outcomes. In particular, the approaches proposed in the literature typ-
ically focus on developing some functionalities without envisioning a holistic solution.
A study and a reference architecture defining required functional components and in-
terfaces among them is still missing. As witnessed by the foremost role of the ANSI-
SPARC model [51] in the development of DataBase Management System (DBMS),
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Fig. 1. Reference Architecture and Evaluation Methodologies for a Keyword-based Search Sys-
tem.

the specification of a standard architecture can provide several advantages, making it
possible to define best practices as well as to enable interoperability among different
component implementations and a fair evaluation process.

Leveraging on the base of knowledge provided by the IR and DBMS areas, we
envisaged possible reference architecture for an information access system pivoting on
keyword search techniques, as shown in Figure 1. Thick solid lines frame modules
which are the focus of current keyword search systems, whereas dotted lines frame
modules which are typically not exploited today and come from neighboring fields,
such as information retrieval, information extraction, data mining, and natural language
processing. The main keyword search and relational database layers are surrounded by a
Keyword Identification layer, a Results Filtering and Ranking layer, and a Presentation
layer. Furthermore, for each constituting module of the reference architecture, Figure



1 shows examples of possib le components and technologies that could be adopted
for implementing it. Indeed, an ideal search system has to consider the search task a
user desires to conduct, to perform user queries knowing that they may not exactly
correspond to the real user information need, to disambiguate search terms, to rank the
results of the search process on the basis of relevance for the user, and to visualize these
results in the most proper way for the considered search task.

2.1 Understanding the User Input: the Keyword Identification module

The final goal of the Keyword Identification layer is to understand what the user had in
mind when s/he formulated the query. This task requires the development of techniques
for understanding the data structures involved in the query and their correlations. Such
layer is not required in the current DBMSs which are typically queried by a structured
query language, e.g. SQL for relational DB. In these systems, the user is in charge of
specifying in his/her query which are the data structures containing the data of interest,
and how these structures are linked with each other for the computation of an answer.
This way, users can formulate accurate and exact queries. Nevertheless, the expressive
power of the structured query languages comes with a price: it requires users to be ex-
pert, since they have to know the syntax of the language and the data source structures.
This limitation makes this kind of language not suitable for users who do not know the
language adopted or the source structures storing the data.

A querying system based on keywords does not require the knowledge of any lan-
guage and data structure, thus allowing people to formulate queries in an easier way.
Nevertheless, keyword queries are inherently ambiguous: the same keyword may refer
to terms belonging to different database structures. This problem is also common to IR
systems, where similarly the same keyword may be used with different meanings in
the same / different document(s). In relational databases, this ambiguity generates more
issues, mainly due to the fragmentation of the information in different tables. In case of
multiple keywords, for example, we have not only to deal with the uncertainty about the
meaning of each term, but also about the paths connecting the selected data structures
to be followed. The choice of one path instead of another can generate different results
since they are based on different interpretations of the intended meaning of the keyword
query (see Section 2.4).

Recently, some formal keyword-based languages have been proposed to combine
simplicity and intuitiveness of expression with the richness of more expressive lan-
guages, such as the Contextual Query Language (CQL). Nevertheless, these languages
are not commonly adopted and their expressiveness is still low compared what the SQL
language allows users to formulate in databases.

The last difference between IR systems and keyword search over structured
databases is that in IR user keywords are directly retrieved in some specific indexes over
the data, whereas in the so-called schema-based keyword search systems the keywords
provide the information for formulating structured queries, but they are not directly
used by the system for retrieving data.

It is evident that the Keyword Identification layer relies on different components for
managing the different approaches.



Summarizing, the Keyword Identification is a strategic layer in keyword search over
structured database, since it is in charge of understanding what the user had in mind
when formulating the query.

The final goal is freeing keyword search from an exact match with the keywords
present in the relational data and introducing the possibility of matching in multiple
ways the keywords expressed by user in order to compensate for possible imprecisions
or errors in the choice of the keywords.

2.2 The Business Logic: Keyword search, Result Filter, and Rank

The Keyword search layer aims at matching the user keywords (or their interpretations)
with data structures and domains of selected attributes. Keyword search aims at retriev-
ing the database tuples matching the user keywords (or their interpretations). Two main
techniques are typically adopted [54]: graph-based and schema-based. Graph-based
techniques (e.g., BANKS [1], BLINKS [34], PRECIS [48], DPBF [22] and STAR [40])
model relational databases as graphs, where nodes are tuples, edges foreign-primary
key relationships between those tuples. Their main aim is to optimize the computation
of specific structures over the graphs (e.g., Steiner trees, rooted trees, etc.) to find the
most relevant top-k connected tuples. Their challenge is to handle the large and complex
graphs induced by the database instance, as it could make the problem hardly tractable.
Schema-based techniques (e.g., DISCOVER [37], DBXplorer [4], SPARK [44], and
SQAK [50]) exploit the schema information to formulate SQL queries determined start-
ing from the user keyword queries. In this case, the system has to discover the structures
containing the keywords and how these structures may be joined in order to formulate
a set of queries capturing the intended meaning of the user keyword query, expressed
in the native structured query language of the source. Most of the existing approaches
rely on indexes and functions over the data values to select the most prominent tuples
as results of queries.

Recently metadata-based approaches have been developed [12, 8, 11]. These ap-
proaches are useful when there is not direct access to the database instance or when
frequent updates make the process of building and updating indexes too expensive.

Finally, some hybrid approaches, combining the features of graph and schema-based
systems have been proposed. Among them, QUEST [10] couples by means of a prob-
abilistic framework a schema-based approach for matching keywords with data struc-
tures and domains (thus retrieving solutions according to the “user perspective”, i.e., to
what the user had in mind when s/he formulated the query), and a graph-based approach
to connect the tables that better represent the meaning of the user query (thus retrieving
solutions according to the “database perspective”, i.e., to the way data is stored in the
database).

The Results Filtering and Ranking layer accounts for the need of adopting alterna-
tive strategies for ranking and selecting the results to be presented to the user by the
system. This layer plays a fundamental role when the “exact match” search paradigm
is left in favor of a “best match” approach where the results returned to the user are not
always “correct”, but need to be ranked on the basis of the relevance to the user infor-
mation need. It may concern weighting the results on the basis of the process which



Fig. 2. A fraction of a database schema with its data.

generated relational queries from user keywords, or relying on implicit/explicit feed-
back from the user to filter out some results, or using rank aggregation and data fusion
techniques to merge alternative ranking strategies. In some of the approaches this layer
is embedded and joint with the keyword search layer.

2.3 Presentation of the Results

The Presentation layer regards how the outputs of a system are presented to the user; for
instance, we can have traditional ranking lists, results presentation based on advanced
information visualization techniques and user interfaces [35], presentations of clusters
of results.

The presentation, conversely to what happens in IR, is not standardized. In IR, it is
clear that users are querying over a set of documents and they are expecting as output
a ranked list of them on the basis of their information needs. In databases, most of the
keyword search approaches work over a single database and not over a set of databases
(the granularity of the result is different). In this case, it is not clear which answer
should be returned to the user. It could be a boolean value (i.e., the database contains
the user keywords), or tuples with different level of granularity (from few columns to
the universal tuple). The definition of which is the best “dimension” of the results for a
specific query is still an open challenge in current systems.

2.4 Use Case

To better illustrate the need for a reference architecture, let us introduce a simple re-
lational database containing tourism information about people, events planned in some
cities and possible accommodations for tourists. In Figure 2, we report a fraction of
the database schema with some sample data. Some descriptive attributes are defined for
each table and some foreign key - primary key relationship (represented with dashed
lines) exists between the tables.



As mentioned, some of the issues addressed by keyword search systems in databases
are common to IR systems searching in documents. The process for tokenizing key-
words, or recognizing synonym terms, for example, as most of the components included
in the Keyword Identification layer in Figure 1 can indeed be the same in both the sce-
narios given that the approaches share the same goal: satisfying the user information
need. Nevertheless, relational databases differ from documents because they comprise
a schema. This has two major implications: (i) the schema can provide useful informa-
tion for solving the query; and (ii) the schema elements can be used for augmenting the
search space given that keywords can match also with schema elements (i.e. metadata)
and not only with the data contained in the database.

In the following, we consider queries composed of two keywords that we assume
to be conjunct by a logical AND operator; we can point-out three possible matches
between the keywords and databases:

– data-oriented matches: both the keywords match into data instances;
– schema-oriented matches: both the keywords match into schema elements;
– mixed matches: a keyword matches into a schema element, the other into a data

instance.

Data-oriented matches. Let us consider the keyword query “Spoleto Charleston”: the
process for retrieving its possible answers can be schematized in two main steps.

In the first step, an index-based approach can find several matches for the keyword
“Spoleto” with instances of the table Accommodation (i.e., Spoleto is the name of a
Hotel, or Spoleto is a value of the attribute City in the same table) with an instance
of the table Event (i.e Spoleto is contained in the title of an event) or with an instance
of the table City (i.e Spoleto is the name of the city). This is due to the fact that the
user query is ambiguous and it is unclear whether the user is looking for hotels called
“Spoleto”, hotels which are in “Spoleto”, or the event “Spoleto Festival”.

All the three answers are valid and possibly relevant to the user that issued such a
query; indeed, one of the tasks of the search engine is to rank them by the estimated
relevance to the user information need. The very same scenario can be outlined by
considering the second keyword – i.e. “Charleston” – which can match with an element
of the table City or of the table Event.

In the second step, the possible paths – that need to be formalized into structured
queries when working with schema-based approaches – connecting the elements iden-
tified in the previous step have to be computed and ranked. For example, if we consider
a keyword query “John Charleston”, we can individuate two possible paths linking the
tables People and City: one through the table Living, meaning that the user is inter-
ested in some people called “John” living in “Charleston” and the second through the
tables Participating and Event, meaning that the user is interested in some people
called “John” participating in an event organized in “Charleston”.

This problem can be even more complex if some keywords match with foreign
key - primary key values. This occurs in our example if the user formulates the query
“Spoleto”, where it is unspecified if the user is interested in accommodations or cities.
From an algorithmic perspective an answer showing all the hotels in Venice provides an
answer as good as the one that reports all the information about the city. Nevertheless,



from the user perspective, only one of these two sets of results is relevant to her/his
information needs, e.g. the city one, while providing both of them would reduce the
effectiveness of the system and hampers performance.

Finally, note that our assumption that keywords are connected with AND operators
can have not trivial implications in databases, in particular when both the keywords
match with the same attribute domain. One of the possible answers of the query “Spo-
leto Charleston” matches both the keywords into elements of the table City. In this
case, the simplest interpretation of the query – i.e. “the user is looking for cities called
Spoleto and Charleston” – would return no results because of the first Normal Form
in databases which imposes atomic values in the attribute domains. Possible not empty
interpretations of the query are “people living in Spoleto and Charleston”, or “people
participating in events organized in Spoleto and in Charleston” that requires, in schema-
based approaches, the non trivial operation of understanding it and the consequent for-
mulation of complex join SQL queries involving other tables.

Schema-oriented matches. Several existing keyword search approaches do not con-
sider database metadata as possible targets for user queries and consequently they can-
not solve schema-oriented keywords. In these cases, the simple query “Hotel Price”
does not find any result. Otherwise, a simple index built on the schema elements can
provide the results given that the table Accommodation has the attributes Hotel and
Price.

Mixed matches. Let us consider the query “Hotel Venice”, where one keyword refers
to a schema element and the second to a data element. Firstly, an index-based approach
can find matches between the keyword “Venice” and several possible instances: it could
match occurrences of the table Accommodation (i.e., Venice is the name of a Hotel, or
Venice is a value of the attribute City), of the table Event (i.e Venice is the title of
an event), and of the table City (i.e Venice is the name of the city). The user query is
ambiguous and it is unclear whether the user is looking for hotels called “Venice”, hotels
which are in “Venice”, or hotel related in some way to the event “Venice Festival”. All
the listed answers are possible, it is one of the tasks of the search engine to rank them.
Moreover, if an index built on the schema element exists (i.e., the system considers
database metadata as possible targets for user queries), the second keyword “Hotel”
can be exploited to rank the answers. For example, some heuristic rule can prioritize
the associations of keywords in the same tables (according with the idea that a query
search for something that is “close” in the database representation) and consequently
provide higher rank to the results where Venice is an accommodation than the ones
where Venice is an event. Note that some keywords can match with schema and data
elements at the same time, as it occurs for the keyword “City”. In this case, multiple
combinations are possible.

Since users do not know the information in the data source, this situation frequently
occurs and is typically not managed by most of the existing systems.

A classical keyword search engine may not find any correspondences between the
keyword “Hotel” and an element in the database. In this case, the problem is two-fold:
firstly, the chosen keyword may better match metadata instead of a value in a table (as



in the case in Figure) – indeed, several existing keyword search engines do not consider
database metadata as possible targets for user queries; secondly, analogously to what
happens IR systems, the chosen keyword may actually refer to a concept represented in
the table with a value which is a synonym of the chosen keyword.

Even in this toy example, it becomes clear that query ambiguity as well as the choice
between graph or schema based techniques impacts the system performance. Therefore,
the complexity of real scenarios may take even more advantage from the architecture
proposed in Figure 1, which complements keyword search with additional components
that, in this specific example, analyze the user keywords and disambiguate their mean-
ing. Similarly, the evaluation methodology must be able to detect these different issues
in order to properly assess how systems tackle them.

Finally, as a further example, it is not clear from any of the queries proposed which
is the information that the user would like to receive as a result. Several options are pos-
sible: in some cases the user would like to receive all the data about the tuples satisfying
the criteria defined by the keyword query (i.e., the “universal relation”), in other cases
only the values of some attributes (i.e., a projection of the “universal relation”), or even
a boolean value (i.e., the existence of at least an instance). On the other hand, she/he
also would like to receive results ordered by the system estimation of their relevance and
how much they satisfy her/his information need. The task of understanding the granu-
larity, the ordering and aggregation of the expected results is not typically managed by
the existing systems and requires a specific module in the architecture of a complete
keyword search system. As above, evaluation must be able to take into account these
aspects and assess the systems accordingly.

3 Evaluating keyword-based search approaches for structured
data sources

Innovative proposals for pushing the boundaries of keyword search cannot set aside a
proper and shared evaluation methodology which helps in progressing towards the en-
visioned goals, ensures the soundness and quality of the proposed solutions, and guar-
antees the repeatability and comparability of the experiments.

As shown on the left hand side of Figure 1, evaluation can be carried out at three
levels: at a “task level” for instance by means of user studies [42]; at an “effectiveness
level” by means of the test collection methodology [32]; and, at a “system level” by
means of benchmarking queries per second, memory and CPU load, correctness and
completeness [20], thus progressively moving from a human to a system focus.

Nevertheless, experimental evaluation is hampered by fragmentation – different
tasks, different collections, different perspectives from interactive to laboratory eval-
uation which are usually dealt with in separated ways, without sharing resources and
the produced data [53]. This will be even more true for the multidisciplinary approach
to the system architecture proposed in Figure 1; for this reason, a unified and holistic
approach to evaluation would be needed to assess the different facets of such a complex
system and to reconcile the experimental outcomes.

To the best of our knowledge, only few papers addressing issues related to the eval-
uation of keyword search systems over relational databases have been published in the



literature. In [52], it is observed that the existing keyword search approaches have been
evaluated against different databases with different query sets. This fact prevents their
direct comparison based on their original experimental results, since cross-collection
comparisons are often not feasible or, at least, extremely difficult. Moreover, in some
cases, the evaluation framework adopted appears to be inadequate, mainly due to the
employment of a small number of self-authored queries, thus leading to biased results.
Only recently a benchmark [20] proposed some metrics and a query set for evaluating
the approaches against three data sources (Mondial, IMDB and Wikipedia). Even if it
represents an important step towards a fair evaluation of keyword search approaches,
the benchmark suffers from some limitations. Firstly, the metrics adopted (precision and
recall compared to a gold standard, and time needed for returning the results) cannot
be suitable when applied to a schema-based keyword search system, which transforms
keyword queries into SQL queries. In this case, the evaluation of the time performance
is biased by the time required for the execution of the SQL queries by the DBMS un-
derlying the application. Different underlying DBMSs can largely influence the time
performance, but they are typically independent of the keyword search technique un-
der evaluation. Secondly, the benchmark computes the effectiveness of the approaches
by analyzing the results (instances) retrieved with specific keyword queries whereas
schema-based search approaches provide SQL queries as a primary result. Note that all
the tuples resulting from the same SQL query have intrinsically the same score, and that
the same result can be obtained by different queries. Thirdly, most of the queries in the
dataset are composed of only one element. In several approaches the evaluation of this
kind of queries is performed only by analyzing the indexes over the data implemented
in the DBMS. Even in this case, the evaluation task risks to evaluate the DBMS stor-
ing the data instead of the keyword search technique. Fourthly, the benchmark does not
discuss what is a “correct” result in terms of granularity. It would be useful to discuss
if the system has to retrieve the “universal tuple” or a subset of it.

4 Torwards a holistic evaluation approach

A systematic and comparable experimental evaluation is a very demanding activity, in
terms of both time and effort needed to perform it. For this reason, in the IR field, it
is usually carried out in publicly open and large-scale evaluation campaigns at inter-
national level, which allow for sharing the effort, producing large experimental collec-
tions, and comparing state-of-the-art systems and algorithms. Relevant and long-lived
examples are Text REtrieval Conference (TREC)3 [33] in the United States, the Con-
ference and Labs of the Evaluation Forum (CLEF) initiative4 [26] in Europe, and NII
Testbeds and Community for Information access Research (NTCIR)5 in Japan and Asia.
All these international evaluation activities rely on the Cranfield methodology [19] – i.e.
the de-facto standard for experimental evaluation of IR systems – which makes use of
shared experimental collections expressed as a triple composed by a dataset, a set of
topics, which simulates actual user information needs and the ground-truth or the set

3 http://trec.nist.gov/
4 http://www.clef-initiative.eu/
5 http://research.nii.ac.jp/ntcir/



relevance judgments, i.e. a kind of “correct” answers, where for each topic the data
relevant for the topic are determined.

This well-established methodology and these international experiences would help
in moving evaluation of keyword search in databases forward and fostering the develop-
ment of next generation systems in this field. Indeed, by sharing resources and providing
open fora to compare and discuss approaches, they ease the design of shared evaluation
tasks, geared into concrete and compelling use cases as those discussed in the previ-
ous sections, which drive the design and development of next-generation systems [2].
Evaluation campaigns support the systematic exploration and deep understanding of
the system behaviour via failure analysis [5, 30, 31], especially when systems are chal-
lenged by realistic datasets and compelling use cases. Moreover, they stimulate the
creation of multidisciplinary communities, embracing all the competencies needed to
embody the reference architecture of Figure 1. Finally, they foster the re-use of the
experimental data and the acquired knowledge [3], giving the possibility to conduct
longitudinal studies to track the improvement on performances [6, 27], to reproduce the
obtained results [28] and lowering the barriers for comparing to and progressing beyond
the state-of-the-art [21].

Moreover, as reported by [46], for every $1 that NIST and its partners invested in
TREC, at least $3.35 to $5.07 in benefits accrued to researchers and industry. During
their life-span, large-scale evaluation campaigns have produced huge amounts of scien-
tific data which are extremely valuable for research and development but also from an
economic point of view: [46] estimates that the overall investment in TREC of about
30 million dollars in its first 20 years which, as discussed above, produced an esti-
mated return on investment between 90 and 150 million dollars. Therefore, applying
experimental evaluation to vision represented in Figure 1 gives the promise not only to
advance state-of-the-art techniques, but also to have a concrete economic impact.

Therefore, the evaluation of keyword search approaches assumes a paramount im-
portance. In Section 3, some criticisms of the current evaluation frameworks have been
highlighted. In the following, we try to go beyond them, by introducing and discussing
some guidelines for the definition of an environment for experimenting the keyword
search proposals.

Let us focus on scenarios where the search engine is coupled with a single database:
this is notthere are only few proposals in literature of systems that rank databases on
the basis of user keywords).

First of all, it is necessary to define the kind of evaluation we need to conduct be-
cause there is a clear distinction between evaluating the formal correctness of an algo-
rithm implemented by a system and its effectiveness in addressing a search task. In the
former case we are evaluating the formal correctness of the results returned by an al-
gorithm or a system. The evaluation process assumes the existence of exact results and
checks if, given certain inputs (e.g. a query), the actual outputs (e.g. a set of tuples) are
the expected ones. Most of the evaluation conducted on keyword-based systems work-
ing over structured data has been based on the correctness of the results: in this case,
the main difference between algorithms is given by their execution times (i.e. their effi-
ciency) or whether they complete at all, during to their computational complexity. In the
latter case, we are considering a functional and holistic evaluation process that checks



if the system being tested is well-suited for addressing a given search task. In this case,
we cannot assume the existence of formal correct answers and we are not evaluating the
correctness of the implementation of the employed algorithms, but their effectiveness
with respect to the search task the system has to address. This switch from correct-
ness to effectiveness should also be accompanied by the adoption of proper evaluation
measures [47], capable of grasping different aspects such as the utility delivered to the
user [39], the impact of the time the user spends in interacting with the system [49], the
effort required to the user [29], or the different ways in which the user scans the result
list [24].

Overall, we believe that this evaluation process can lead to substantial improvement
of keyword systems over structured data as it happened for document-oriented IR sys-
tems. Therefore, we propose an evaluation framework based on the Cranfield methodol-
ogy which has to be tailored for keyword search over structured data; in the following,
we outline the main components (dataset, topics, ground-truth) of this methodology and
the issues to be faced.

The dataset. In general, the dataset has to be representative of the domain of interest
both in terms of kinds of data and size. For example, if we consider the case cultural
heritage search we need to use actual cultural heritage data as provided by The Library
of Congress or Europeana and their size should be close to the actual one – e.g. for
search tasks over Europeana, a dataset size of about 100 GB is considered a reasonable
choice. This means that the kind of data and its size cannot be fixed a-priori, but have
to be decided on the basis of the search task the system has to address.

From the keyword search point-of-view, the dataset must also have a complex struc-
ture made of inter-connected tables, with multiple paths joining the same tables, because
retrieving data from flat datasets is mainly an index-based process and data indexes are
provided by the DBMS. Thus, using a flat dataset would lead to the evaluation of the
DBMS and not of the algorithm performing keyword search.

The topics. One of the main limitations of the current evaluation frameworks is that
they propose a set of specific queries to be solved and not a set of information needs
from which to derive the queries. This could make the system under evaluation prone to
“overfitting” – i.e. the developers may try to adapt their systems with the main goal of
optimizing the systems for the specific benchmark queries and not for addressing a gen-
eral task. In this way, we may evaluate a system specifically tailored on the benchmark,
which will not perform accordingly on a different data and query set.

Our idea is to base the evaluation on a set of information needs (i.e. the topics) in
the form of short descriptions of what a user is looking for. The set of topics simulates
actual user information needs and they could be prepared from real system logs, gath-
ered by means of task-based analysis, or through a deep interaction with the involved
stakeholders. As a consequence, the evaluation is conducted starting from the informa-
tion need and not from ready-to-use query. For instance, a possible information need
behind query “Hotel Venice” described in Section 2.4 could be “which are the hotels in
Venice?”.



Moreover, it is necessary to define information needs that can be translated into
queries composed of more than one keyword because queries composed of only one
term do not test the business logic behind the keyword search system, but only the data
indexes, which typically are provided by the DBMS. With reference to the use case
presented above, a query like “Venice” requires only to look up a term in a database
index. A different situation occurs when keywords match tables connected by multiple
paths, where it is not clear which one among all possible paths is the best match for the
user information need.

The ground-truth. When we evaluate the efficacy of a system, the correctness of the
returned results is measured in terms of relevance with respect to user information need.
For this reason the possible results to a query have to be judged by a pool of domain
users that decide if a result is relevant for a given information need – i.e. we have to
form the set relevance judgments or the ground-truth against which the system output is
evaluated. Note that the relevance judgments can be binary, i.e., relevant or not relevant,
or multi-graded, e.g., highly relevant, partially relevant, not relevant and so on [41].

For keyword search systems, the ground-truth creation activity is related to the def-
inition of the expected results from a user keyword query.

A schema-based approach generates (a set of) SQL queries, and they could be a
good candidate for the evaluation. Nevertheless, to consider SQL queries as result of a
search system makes graph-based approaches (that directly retrieve the data) not com-
parable with schema-based approaches. Vice versa, even though we consider the tuples
returned by the queries, the comparison with graph-based approaches is not straight-
forward since all the values resulting from the same SQL query have the same rank.
For example, the “Hotel Venice” query in schema-based approaches provides a list of
hotels, all with the same rank. On the contrary, in graph-based approaches, in principle,
each hotel in the list can have a different rank.

However, if we consider tuples as the natural result of user queries we have to de-
fine its boundaries. For instance, let us consider the query “Hotel Venice” of the use
case, where the user is looking for the hotels located in Venice. A possible result is
constituted only by the names of the Hotels (the values of the attribute Hotel in table
Accommodation). Another valid result is the entire tuple composed of the values for the
attributes Hotel and City. Other results, involving a different number of tables until
the reaching of the universal relation, are possible (for example we can join the values
of table Accommodation with the ones of City which is connected via foreign key).

5 Conclusion and future work

In this paper we discussed the need for considering keyword search over relational
databases in the light of broader systems, where keyword search is just one of the com-
ponents and which are aimed at better supporting users in their search tasks. These more
complex systems call for appropriate evaluation methodologies which go beyond what
is typically done today, i.e. measuring performances of components mostly in isolation
or not related to the actual user needs, and, instead, able to consider the system as a



whole, its constituent components, and their inter-relations with the ultimate goal of
supporting actual user search tasks.

Future work will be devoted to develop a benchmark that follows the guidelines
proposed in the paper. The benchmark will be experimented within the KEYSTONE
COST Action6, which is a network of researchers from 28 countries that aims to study
topics related to keyword search in structured databases, and in the context of the CLEF
initiative, which is the European forum for the evaluation of information access systems
with an emphasis on multilingual and multimodal information with various levels of
structure.
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