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1. Feature detectors and descriptors

2. The SIFT descriptor

3. Matching and recognition with the SIFT descriptor

4. Overview of recent descriptors

5. 3D reconstruction from image features

For some slides and pictures thanks to:

D. Lowe, A. Vedaldi,T. Lindeberg,J. Matas, 

K. Mikolajczyk, R.Gonzalez, R. Woods and others… 



Part 1: Introduction to 

feature detection



Feature detection
Extract relevant features from the images

 Lines

 Edges

 Corners

 Other…

Two key operations:

 Feature detection: extract the features of interest

 Feature description: associate a descriptor to each feature in order

to distinguish from the others

 A very good tutorial:

 Modern features: advances, applications, and software, Andrea Vedaldi, Jiri 

Matas, Krystian Mikolajczyk, Tinne Tuytelaars , Cordelia Schmid, Andrew 

Zisserman, ECCV2012

 Some slides and pictures have been derived from this tutorial

https://sites.google.com/site/eccv12features/


Features

 Definition: A feature detector (extractor) is an algorithm taking an image 

as input and outputting a set of regions (“local features”).

 “Local Features” are regions, i.e. in principle arbitrary sets of pixels, usually 

contiguous, which are at least :

 distinguishable in an image regardless of viewpoint/illumination/scale/affine transforms…

 robust to occlusion: must be local

 Must have a discriminative neighborhood: they are “features”

 Local Feature = Interest “Point” = Keypoint = Feature “Point” 

 A descriptor is computed on an image region defined by a detector. The 

descriptor is a representation of the image function (colour, ….) in the 

region. Derived from Vedaldi et Al, «modern features»



Objectives

 Invariance (or covariance) to a broad class of geometric and photometric 

transforms

 Efficiency: close to real-time performance

 Quantity/Density of features to cover small object/part of scenes

 Robustness to:

 occlusion and clutter (requires locality)

 to noise, blur, discretization, compression

 Distinctiveness: individual features can be matched to a large database 

of objects

 Stability over time (to support long-temporal-baseline matching -> video)

 Geometrical accuracy: precise localization

 Generalization to similar objects

 No detector dominates in all aspects, some properties are competing, e.g. 

level of invariance x speed
Derived from Vedaldi et Al, «modern features»



Feature Descriptor

 Definition: A descriptor is computed on an image region 

defined by a detector. The descriptor is a representation 

of the intensity/colour function in the region

 Objectives :
 Discriminability

 Robustness to misalignment, illumination, blur, compression, …

 Efficiency: real-time often required

 Compactness: small memory footprint. 



Applications

 Methods based on “Local Features” are the state-of-the-

art for many computer vision problems

 Suited to instance matching over change in viewpoint, 

scale, lighting, partial occlusion, region of interest …

 Multiple views of the same scene, e.g.

 Computing epipolar geometry or a homography

 Photo Tourism

 Panoramic mosaic

 Query by example search in large scale image datasets

 Copy detection

 Re-acquisition in tracking

 Object category recognition









Video

Exclusive demo The new Photosynth lets you swoop through 3D panoramas.mp4








Type of Features

Extract relevant features from the images

 Isolated points

 Lines

 Edges

 Corners (keypoints are typically corners or regions of 

high variance)

 Other…



Features: Edges

a) Step

b) Ramp

c) Roof

Figure from Gonzalez’s book



The simplest idea 

for edge detection:

First and second

order derivatives

1° order derivative 2° order derivative

Large values On all the edge Start and end of edge

Edge type Single Double

Edge thickness Thick Thin

Find small details No Yes

Noise sensitivity Moderate High
Figure from Gonzalez’s book



Derivatives are quite sensible to noise

f’ f’’f

• Noise strongly affect the 

derivative computation

• 2nd order derivative is 

particularly sensible

• The gradient vector is 

perpendicular to the edge

Figure from Gonzalez’s book



Masks for oriented gradient

Figure from Gonzalez’s book



3 Steps

1. Low pass filtering (noise removal)

2. Compute the Gradient

3. Thresholding of the gradient

A simple edge detector

1 2 3

Figure from Gonzalez’s book



Laplacian of a Gaussian (LoG)

*plot of  -LoG
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Figure from Gonzalez’s book



Marr-Hildreth edge detector: based on the LoG



LoG

a b c

d x e

f g h
)0()0()0()0(  decfbgah

Zero crossing:

Threshold
(on couples of zero-crossing)

Marr-Hildreth edge detector: procedure

Figure from Gonzalez’s book



LoG can be approximated with DoG

*The plots show –LoG and -DoG
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Canny edge detector

Canny, J., A Computational Approach To Edge Detection, IEEE Trans. Pattern Analysis and Machine Intelligence, 8:679-714, 1986.

Targets:

1. Low error rate

2. Precisely locate edge points

3. “Single” edges



Derivative of the gaussian
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Non-Maxima suppression

Figure from Gonzalez’s book



Canny edge detector

1. Smoothing with a Gaussian filter

2. Compute gradient (module and direction)

3. Quantize the gradient angles

4. Non maxima suppression

5. Thresholding with double threshold

6. (Eventually edge linking)



1. Original image



2. Gaussian smoothing



2. Gradient computed with Sobel’s mask

0°

45°

90°

135°



3. Non maximal suppression



4. Output of the Canny edge detector



Gradient vs Canny vs Marr-Hildreth

Figure from Gonzalez’s book



Gradient vs Canny vs Marr-Hildreth

Figure from Gonzalez’s book



Distinguish edge from corners

The corner is associated with 

variations in all directions

Moravec [1980]





Local displacement sensitivity





Eigenvalues and corners

λ1 , λ2 eigenvalues of M



Alternative method
(Harris and Stephens 1988)
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Example



Example



What about the «scale»

Molecule

10^-12 m

Leaf

10 cm

Tree

5m

Forest

1km

Each objects exist at a certain scale level…..



Multi-scale representations

Scale-Space Pyramids Wavelets



Scale Space

 Family of signals parameterized by a 

continuous parameter (scale)

 Smaller structures are progressively 

suppressed while the scale is increased

),,(),( tyxfyxf 

Scale space Multi-resolution

Continuous parameter Discrete set of resolutions

Same sampling frequency at all the scales The sampling frequency changes

),()0,,( yxfyxf 



Scale Space:

Requirements and Properties

 Causality:

 Non-creation of local extrema

 Non-enhancement of local extrema

 Scale-invariance

 Shift-invariance

 Rotation-invariance

 Linearity (includes commutativity between

derivative and convolution) 



Definition: Scale Space

Convolution of the image with Gaussian

kernels with varying σ
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 The receptors in the human eye

retina can be modeled as a 

superposition of derivatives of 

Gaussian functions (Young 1987)

 The solution of the heat diffusion

equation leads to the same result

Gaussian Scale Space motivations

𝜕𝑡𝐿 =
1

2
𝛻2𝐿



Scale Space

t=0



Scale Space

t=1



Scale Space

t=4



Scale Space

t=16



Scale Space

t=64



Scale Space

t=256



Example
Local Minima Local Minima

From Lindeberg’s paper



Edge Detection Algorithm

1. New reference system from (x,y) to (u,v) with 

v parallel to the gradient direction

2. Derivates along (u,v)

3. The maximum of the derivative along v is the 

edge point (Lvv=0 e Lvvv<0) 

At which scale I need to work ?

x

v

u

y

α



Edges and scale space

t=1

t=16

t=256

• Strong edges are present at 

all the scales

• Thin Scales: 

Fake edges due to noise

• Coarse scales: 

The smallest details are lost 

and the localization of the 

edges is not accurate

From Lindeberg’s paper



Automatic scale selection

 Detect the best scale for each feature

 Derivates at smaller scales have larger values: 

need to normalize with respect to the scale

 Compute the feature detection at all the scales

and select the strongest responses
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Multi-Scale edge detection

All the edges at

all the scales

The 10 strongest

edges
The 50 strongest

edges



Scale-space 

edge detection



Corner

 Corner: locations where both the curvature of the level

curves and the gradient are large

 Corners : γ=1 

 Search for the corners at all the scale and select the 

strongest (normalizing w.r.t. the scale)
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Corner detection



Part 2: Scale Invariant 

Feature Transform (SIFT)

In this part figures from Lowe’s paper



A Milestone in

Computer Vision

 Very reliable feature extractor and descriptor

 After 10 years it is still probably the most reliable even if 

not the fastest

 Widely used in a huge number of commercial applications 

and research works

 The most cited paper in the computer vision field

 More than 30k citations on the 2 papers (Google Scholar)

 #6 in the whole computer science field(Citeseer)



Descriptors

 Feature Descriptors: 

 Describe some relevant feature of the scene

 Allow to localize the same object or point in different images

 They must be robust:

 To image rotations and traslations

 To the scaling of the image 

 To the image noise

 To lighting changes

 To changes of the viewpoint (i.e., perspective transform, more 

complex than affine transform)

 To occlusions

affine transforms



Invariant descriptors

Immagine © D. Lowe

A vector (feature descriptor) is associated to some relevant image points

It is invariant with respect to rotations, scaling, lighting, etc..



Applications

Applications

 Object recognition

 Industrial automation

 Robotics 

 Matching and registration

 Image mosaicing and panormic images 

 Stereo and 3D reconstruction

 Optical Flow 

 Content-based retrieval

Objective: Identify the 

same object or point in 

different images

Training images             Test image



Requirements

 Locality: the features are local. This makes them robust 

to object occlusions

 Distinctiveness: it should be possible to match the 

features even inside large databases

 Quantity: many feature could be needed even for small 

objects

 Efficiency: real-time or near real-time computation



Scale Invariant Feature 

Transform (Lowe 2004) 

4 Steps :

1. Scale-space extrema detection

2. Keypoint localization

3. Orientation assignment

4. Keypoint descriptor

Cascade filtering approach

(Sequence of operations, the most complex are at the end 

and are executed only on a small subset of points)



Fase 1: Scale-space extrema detection

 Scale space divided in octaves (at each octave σ is doubled)

 Gaussian Scale space inside each octave

 Keypoints search on all the scales (scale-invariant result)

Blur 

Resample

Subtract

Blur 

Resample

Subtract

Blur 

Resample

Subtract



One octave after the other..

• Gaussian scale space with s intervals for each octave

• s+3 images in each octave: (s+1)+2 to find the extrema

σ

Kσ=21/sσ

2σ

...2   kk



Difference of Gaussians (DoG)

Lowe uses the Difference of Gaussians (DoG) 
• Approximate LoG

• Simple to compute

• Includes normalization factor for the derivatives in the scale space



Slide from N. Vassilieva

Difference-of-Gaussian: Example



Key point localization

 Search for maxima and minima of the DoG

 Each point is compared with 8 neighbours on its 

scale and 9 on the previous and next scale levels

Blur 

Resample

Subtract



Scale sampling frequency

• More points if more scale levels are used

• On the other side the matching accuracy decreases (less 

stable points)

• With s=3 maximum accuracy (Lowe)



Scale Invariant Feature 

Transform (Lowe 2004) 

4 Steps :

1. Scale-space extrema detection

2. Keypoint localization

3. Orientation assignment

4. Keypoint descriptor



Step 2 : Keypoint localization

 Keypoint localization in the maxima points is not precise

 Taylor series approximation of the DoG in the 

neighboorhood of the point to accurately locate the 

maxima

 Keep only the stablest keypoints (where the gradient is 

bigger than a threshold)



Taylor approximation

 Taylor series of the second order centred in the 

identified point

 Zero-crossing of the derivative of the 

approximation: accurate location of the maxima

 Discard points with 03.0)ˆ( xD

T



Avoid edges

 DoG has a strong response at the edges, but the edges are 

not very good as features

 Similar to the Harris detector: the edge is located where the 

Hessian has a large eigenvalue and a small one

 Threshold on the eigenvalue ratio α/β

1

2

3

 r



Example
Threshold on the peak value of the DoG and in the ratio of the 

main curvatures (similar to the Harris approach)

(a) 233x189 image

(b) 832 DOG extrema

(c) 729 left after peak

value threshold

(d) 536 left after testing

ratio of principle

curvatures



Scale Invariant Feature 

Transform (Lowe 2004) 

4 Steps :

1. Scale-space extrema detection

2. Keypoint localization

3. Orientation assignment

4. Keypoint descriptor



Step 3: Orientation assignment

 An orientation is associated to each keypoint

 Based on the gradient

 All the subsequent operations for the keypoint will be 

made on an image rotated with respect to the found 

orientation and scaled according to the keypoint scale

 Makes the description invariant with respect to scale and 

rotation



Computation of the orientation
 An histogram (with 36 bins) of the 

gradient directions at the chosen 

scale in a neighbourhood of the 

point is built

 Each sample is weighted with his 

gradient module m(x,y)

 Gaussian smoothing is applied

 The orientation is the direction 

corresponding to the peak value

 Multiple orientations if close peaks

 Parabola fitting

 Stable coordinates for each point 

(x, y, scale, orientation)

0 2 



Stability

Position and orientation are robust w.r.t noise



Scale Invariant Feature 

Transform (Lowe 2004) 

4 Steps :

1. Scale-space extrema detection

2. Keypoint localization

3. Orientation assignment

4. Keypoint descriptor



Fase 4: Descriptors

 At each keypoint :

 Position

 Scale

 Orientation 

 Invariance to these parameters

 Descriptors should also be invariant to

 Illumination

 Change of viewpoint

 Furthermore it should be possible to discriminate 

between the points



Descriptor computation (1)

1. Compute magnitude and direction of the 

gradient in a neighbourhood of the keypoint 

(usually 16x16) with the orientation and scale of 

the keypoint

2. The values are weighted with a Gaussian 

function centered in the keypoint

g N T N
0 2 



Descriptor computation (2)
3: Histogram

 The window is divided in regions of 4x4 pixel 

 For each region an histogram with 8 values corresponding to 8 

intervals of 45° are built

 For each interval the sum of the gradients modules of the samples 

with gradient direction falling in that interval is computed

 Descriptor dimension is (16/4) x (16/4) x 8 = 128 elements

g N T N
0 2 



Descriptor computation (3)

4. Trilinear filter on all the 3 dimensions for a 

better stability

5. Normalization to 1 for robustness to 

illumination

6. Threshold to 0,2 on all the components (the 

large ones are sensible to light)

7. Further normalization to 1

g N T N
0 2 



Robustness to noise
 Feature matching after random rotation and scale change 

with different levels of noise

 Nearest neighbour  on 30,000 features database



Robustness to affine transforms

 Feature matching after random scale change and rotation 

with  2% noise and affine distortion

 Nearest neighbour  on 30,000 features database

 Good for small angles



Features distinctiveness
 Variable size database, 2% noise and 30° viewpoint change

 Percentage of correct nearest neighbour matches 



Descriptors: synthesis

 At each keypoint :

 Position

 Scale

 Orientation 

 Descriptor: normalized and filtered histogram of the 

gradient with respect to orientation in a 16x16 region 

around the keypoint

 4x4x8=128 dimensions vector

 4x4= 16 regions of 4x4 pixel

 Histogram quantized on 8 directions



Part 3: Matching and Recognition 

with SIFT descriptors

In this part figures from Lowe’s paper



Application: Matching and Recognition

 Match between SIFT features of the object 

and of the image 

 Large database: difficult matching

 Find 1% inliers in 99% outliers



Simple solution

1. Compute SIFT DB for each object

2. Compute SIFT DB on the image

3. For each image keypoint find the closest in the 

object DB (with Euclidean distance)

 It does not work !

 Too many matches

 Even with threshold on the distance low results



Find correct matches

 Compare the nearest neighbour with the second closest  (the closest 

among the ones taken from another object)

 0.8 threshold on the two distances ratios

 Remove 90% of wrong matches and 5% of the correct ones

 Approximate fast search with BBF algorithm (Beis and Lowe, 97)

8.0
2
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Find groups of consistent clusters

 Search for clusters of 3 consistent feature match over 

3000 feature matches !

 Hough Transform

 Find consistent sets of 3 points in a 4 parameters 

space 

 Insert in the 2 closest bins

 Select bins with at least 3 votes

Parametro Bin size

Position (x) 0.25 Dmax

Position (y) 0.25 Dmax

Rotation 30°

Scale 2x



Matching procedure

1. Check all the clusters with at least 3 features

2. Find the affine transform corresponding with a 

least squares approximation  

3. Discard the points that do not satisfy the found 

transform

4. Estimate the probability of a correct match



Synthesys

1. Find closest keypoint (Euclidean distance)

2. Threshold with the ratio from the distance of the 

second closest point

3. Hough transform (find groups of consistent  

keypoints)

4. Estimate affine transform corresponding with 

the least square approximation

5. Final consistency check of the keypoints with 

the computed transform 



Example: Object Recognition (1)



Example: object recognition (2)

 Search for the 2 objects 

 Works even in the presence of occlusions



Example:

Image matching



Example: Image mosaicing

Matlab tool from the author of the method

100 200 300 400 500 600 700 800 900 1000

50

100
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200

250

300

350



Part 4 

Beyond SIFT:  Recent feature 

detectors and descriptors

Several slides in this part from George Bebis and from 

Vedaldi et Al, “modern feature descriptors”



Beyond SIFT:

Variations derived from the approach

PCA-SIFT SURF GLOH



 Steps 1-3 are the same; Step 4 is 

modified.

 Take a 41 x 41 patch at the given scale, 

centered at the keypoint, and normalized 

to a canonical direction.

PCA-SIFT

Yan Ke and Rahul Sukthankar, “PCA-SIFT: A More Distinctive Representation for 

Local Image Descriptors”, Computer Vision and Pattern Recognition, 2004 

Thanks to George Bebis



 Instead of using weighted histograms, 

concatenate the horizontal and vertical 

gradients (39 x 39) into a long vector.

 Normalize vector to unit length.

PCA-SIFT

2 x 39 x 39 = 3042 vector

Thanks to George Bebis



 Reduce the dimensionality of the vector using 

Principal Component Analysis (PCA)

 e.g., from 3042 to 36

 Some times, less discriminatory than SIFT.

PCA-SIFT

PCA

N x 1 K x 1

Thanks to George Bebis



SURF: Speeded Up Robust Features

 Speed-up computations by fast approximation of   
Hessian matrix and descriptors using “integral  
images”.

Herbert Bay, Tinne Tuytelaars, and Luc Van Gool, “SURF: Speeded Up Robust Features”, 

European Computer Vision Conference (ECCV), 2006. 

Thanks to George Bebis



Integral Image

 The integral image IΣ(x,y) of an image I(x, y) 

represents the sum of all pixels in I(x,y) of a 

rectangular region formed by (0,0) and (x,y).

 . Using integral images, it 

takes only four array 

references to calculate 

the sum of pixels over a 

rectangular region of any 

size.
0 0

( , ) ( , )
j yi x

i j

I x y I i j




 





 Approximate  Lxx, Lyy, and Lxy using box filters.

 Can be computed very fast using integral images!

Approximation with box filters

(box filters shown are 9 x 9 – good approximations for a Gaussian with σ=1.2)

derivative approximation approximationderivative



Scale-space (1)

 In SIFT, images are 

repeatedly 

smoothed with a 

Gaussian and 

subsequently sub-

sampled in order to 

achieve a higher 

level of the pyramid.



Scale-space (2)

 Alternatively, we can 

use filters of larger 

size on the original 

image.

 Due to using integral 

images, filters of any 

size can be applied 

at exactly the same 

speed!



SURF: Approximate with box filters

• Approximation of H:

Using DoG

Using box filters

:

ˆ ˆ
:

ˆ ˆ

xx xySIFT

approx

yx yy

xx xySURF

approx

yx yy

D D
SIFT H

D D

L L
SURF H

L L

 
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 

 
  
  



Orientation assignment
Circular neighborhood of 

radius 6σ around the interest point

(σ = the scale at which the point was detected)

Haar wavelets (responses 

weighted with Gaussian)

Side length = 4σ

x response    y response

Can be computed very fast using integral images!

600

angle

( , )dx dy 



Keypoint descriptor (1)

 Sum the response over 

each sub-region for dx

and  dy separately.

 To bring in information 

about the polarity of the 

intensity changes, 

extract the sum of 

absolute value of the 

responses too. 

Feature vector  size: 

4 x 16 = 64

• Keypoint descriptor (square region of size 20σ)

4 x 4

grid



Keypoint descriptor (2)

 SURF-128

 The sum of dx and 

|dx| are computed 

separately for 

points where dy < 0 

and dy >0

 Similarly for the 

sum of dy and |dy|

 More 

discriminatory!



SURF: Speeded Up Robust Features

 Has been reported to be 3 times faster than 

SIFT.

 Less robust to illumination and viewpoint 

changes compared to SIFT. 

K. Mikolajczyk and C. Schmid,"A Performance Evaluation of Local Descriptors", 

IEEE Transactions on Pattern Analysis and Machine Intelligence, vol. 27, no. 10, 

pp. 1615-1630, 2005. 



Gradient location-orientation histogram (GLOH)

 Compute SIFT using a log-polar location grid:

 3 bins in radial direction (i.e., radius 6, 11, and 15)

 8 bins in angular direction

 Gradient orientation quantized in 16 bins. 

 Total: (2x8+1)*16=272 bins PCA.

K. Mikolajczyk and C. Schmid,"A Performance Evaluation of Local Descriptors", IEEE Trans. on Pattern 

Analysis and Machine Intelligence, vol. 27, no. 10,  pp. 1615-1630, 2005. 



Beyond SIFT:

Other Approaches

• Shape context

• LBP

• BRIEF

• ORB

• MSER

And many others!...



Shape Context

 A 3D histogram of edge point locations and orientations. 

 Edges are extracted by the Canny  edge detector.

 Location is quantized into 9 bins (using a log-polar coordinate 

system).

 Orientation is quantized in 4 bins (i.e., horizontal, vertical, and 

two diagonals).

 Total number of features: 4 x 9 = 36

K. Mikolajczyk and C. Schmid,"A Performance Evaluation of Local Descriptors", 

IEEE Transactions on Pattern Analysis and Machine Intelligence, vol. 27, no. 10, 

pp. 1615-1630, 2005. 











MSER

Regions

 MSER regions are connected areas characterized by almost uniform 

intensity, surrounded by contrasting background.

 They are constructed through a process of trying multiple thresholds.

 The selected regions are those that maintain unchanged shapes over 

a large set of thresholds. 



MSER Construction
• For each threshold, compute 

the connected binary regions.

• Compute a function, such as 

area A(i), at each threshold 

value i.

• Analyze this function for each 

potential region to determine 

those that persist with similar 

function value over multiple 

thresholds.





Comparison of 

different mehtods

 Rotation (a,b)

 Zoom (c,d)

 Viewpoint change (e,f)

 Blur (g,h)

 JPEG compression (i)

 Light change (j)



Performance 

Comparison

(precision-recall)



Performances of the 

various descriptors

K. Mikolajczyk and C. Schmid,"A Performance Evaluation of Local Descriptors", 

IEEE Transactions on Pattern Analysis and Machine Intelligence, vol. 27, no. 10, 

pp. 1615-1630, 2005. 



Part 5 

Application: 3D Reconstruction

Some slides from Koch and Frahm, DAGM 2001 tutorial



3D Reconstruction of a scene 

from a set of picutres



3D Reconstruction

 Computer vision enables us to reconstruct highly 

naturalistic computer models of 3D environments from 

camera images

 We need to extract 

 The camera geometry (calibration),

 The scene structure (surface geometry) 

 The visual appearance (color and texture) of the scene



2D

to

 A 3D point is projected onto a set of 2D images

 Recognize the same location on different images (feature extraction 

and descripition!)

 The intersection of the optical rays is the 3D location of the point !

 Need also camera calibration parameters



Simplest case: 

image mosaicing

(planar scene)









Output of the approach

 Sparse 3D point cloud (i.e., 3D location of feature points)

 Camera locations and parameters



3D Reconstruction Pipeline



• Image clustering

• Pose initialization

• Bundle-adjustment

Structure-from-Motion from 

unordered image collections
[Brown05, Snavely06, Agarwal09]

http://phototour.cs.washington.edu/bundler

http://phototour.cs.washington.edu/bundler

