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This paper addresses the methodological aspects of designing a semantic association function in a hypertext information
retrieval environment and model. Through this function a part of an associative information retrieval model is designed
and implemented. Initially the paper provides reference to previous efforts in associative information retrieval and
automatic search formulation and re-formulation operations. The semantic association function is a function which
belongs to a new functional hypertext information retrieval model that has been previously justified and presented. For
this reason, the meaning and aim of the semantic association function are also recalled and reported. The central part
of the paper presents motivations and justification for the design and implementation of the semantic association
function in an experimental hypertext information retrieval interface as opposed to a traditional online information
retrieval system.

Received December 1991

1. INTRODUCTION
In the past few years, the availability of first-generation
hypertext systems has been considered with great
attention by the information retrieval community. New
information retrieval applications integrating hypertext
have been proposed and studied (see for example Refs 7,
8, 10, 14, 15, 18). Hypertext allows easy linking, browsing
and navigation operations on pieces of information of
different nature like chunks of text, images and sound or
video. The hypertext capability considered most im-
portant for a new generation of information retrieval
systems would be the possibility to also link documents
and concepts. We make this statement on the assumption
that the most elementary way of thinking and learning is
by association.9

This hypertext capability can therefore elicit document-
to-document, concept-to-concept, or concept-to-docu-
ment associations. However, this capability which
appears so attractive in supporting a concept-centred
user-system interaction, still suffers from the well-known
hindrance of hypertext systems brought about by
disorientation and cognitive load223 for the end-user.

With the assumption that the hypertext approach can
lead to a new model for information retrieval,1 a study
produced a new functional model capable of overcoming
the major limitations of hypertext systems in relation to
information retrieval operations.4 The new, concept-
centred, hypertext information retrieval model
incorporates some important information retrieval
functions and assists the final user by means of a new
type of associative information retrieval; two most
important features of such a model are a semantic
association and an associative reading function.

The purpose of these two functions is to reduce the
cognitive load on the user, giving him the possibility to
use natural language words which are automatically
related to the concepts the system is able to recognise and
to the documents the system relates to those concepts.

In particular, the purpose of the semantic association
function is to make transparent and to communicate the
meaning the system assigns to the concepts with which

the user expresses his information needs. Associative
reading, instead, reduces the disorientation of the user by
providing a guide for browsing the structure of concepts
and the hypertext of documents.

This paper focuses on the methodological aspects of
designing a semantic association function in a hypertext
information retrieval environment and model. Through
this function, a part of an associative information
retrieval model is thus designed and implemented. Section
2 provides reference to previous efforts related to
associative information retrieval, paying specific at-
tention to early work on term-based retrieval,1217 and on
automatic search formulation and re-formulation.16'2234

The previous work is reviewed in the light of an approach
centred on concepts rather than on individual terms, also
considering its implications on user-system interaction
as defined in Ref. 20. In Section 3, the significance and
purpose of semantic association is presented at a
functional level as proposed in Ref. 4. Section 4 presents
motivations and justification for the design and im-
plementation of the function in HYPERLINE,4 an ex-
perimental hypertext information retrieval interface,21 as
opposed to a traditional online information retrieval
system.

2. REFERENCE TO PREVIOUS EFFORTS
Associative information retrieval has been presented in
the past as a possible alternative to the issue raised by
exact-match retrieval. In exact-match (boolean) retrieval,
the information retrieval system produces results which
reflect the exact correspondence existing between words
and terms in the query and words and terms in the
bibliographic references or documents.

It is clear that the way concepts are represented in
documents, or in the document surrogates stored in the
information retrieval systems depends upon the authors'
personal attitudes and on the historical context. Fur-
thermore the technical jargon itself always tends to
change. This results in possible unsatisfactory outputs
from exact-matching searches. In fact, the retrieved set
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may not contain all the possible relevant information
and the user may find trouble in re-formulating his
query. This problem has been addressed in different ways
in the past. The work on associative retrieval refers back
to work carried out in the 1960s17 concerning term
associations. Two of the restrictions with which this kind
of term association was faced were so strong that the
final results often turned out to be quite unsatisfactory.
The first restriction was brought about by considering
term associations fixed in the database and therefore
somehow independent of the context and of the actual
user information needs and search goals.

The second restriction arose from the idea of using
single terms (quite often single words), whilst for
information retrieval users it is more important to
recognise concepts, and concepts are better described by
multiple words (i.e. terms in a more general sense). In
several instances the different results available after term
associations in free text and term associations with
controlled vocabulary were not immediately evident.12

Furthermore, certain negative reports on effectiveness of
controlled vocabulary usage were based on early works
related to information retrieval systems which did not
provide for user interaction or in which retrieval was
performed via controlled vocabulary only.13 A lot of
work was in fact based on another pioneering paper19

where a word's significance was related to the word's
position in a text. The consequence is a lack of semantic
analysis which might in some cases produce unsat-
isfactory results.

Another view took into account the automatic ranking
of documents and query re-formulation, both playing a
central role in the design of those information retrieval
systems capable of satisfying the user's need for' relevant'
information notwithstanding the inability of the initial
query formulated by the user to take into account all the
possible term variants, the author's jargon and perhaps
even the user's inability in expressing his information
needs in a precise manner.2432

The mathematical background was provided by a
pioneering work on automatic abstracting and indexing13

where a word's frequency in a text had been linked to the
word's 'significance'. The mathematical formulation
evolved in time, incorporating a probabilistic approach
towards the identification of relevant documents,
assigning 'weights' to terms in the query. In order to
keep the model close to reality, a partial dependence
between terms was introduced.31

Whilst the probabilistic approach does not require any
a priori classification of the text to be retrieved, the
approach that is proposed in the next section requires a
preliminary identification of the concepts (indexing) in
the text, to be done either manually by experts or
automatically.

In large online bibliographic database this is done
associating to each document or bibliographic reference
a few terms, descriptive of the document itself, from a
controlled vocabulary or from a thesaurus.

In this paper it is assumed that the concepts descriptive
of the text are extracted either by experts during the
manual indexing process or via automatic knowledge
extraction algorithms.

3. THE SEMANTIC ASSOCIATION

The semantic association function is part of the functional
capabilities of a hypertext information retrieval en-
vironment designed to interact with the user who seeks
information. The prototype of this information retrieval
environment has been introduced in Refs 4 and 5 and is
based on the two-level architecture proposed in Ref. 3.
The main features of the two-level architecture are:

1. The first level: the collection of documents of interest
- the set D.
2. The second level: the conceptual plane on which the
semantically related concepts are placed; this is the plane
of abstraction where indexing terms used by an IR
system can be placed, each term identifies a specific
concept.

At the second level there is the set T which represents
the universe of possible usable terms. The set S (system
terms), a subset of T, is the set of terms used and
managed by the prototype. S is the set resulting from the
union of all terms used. Two different kinds of terms are
used concurrently: the set E and the set C, where:

(i) E (extracted terms) is the set of terms produced by
the application of an automatic parsing algorithm
to the textual parts of the managed documents;
the terms of this set are all the terms extracted by
the algorithm that are not included in a list of
stop-words or non significant words.

(ii) C (concepts) is the set of indexing terms belonging
to an auxiliary data structure used by the
prototype. The expression 'auxiliary data struc-
ture ' describes the structure that supports the
representation of the concepts and their
relationships used for the representation of the
domain of interest of the collection D of
documents.

For the first prototype of the hypertext environment,
a thesaurus has been used as an example of a complex
auxiliary data structure. A thesaurus consists of a
semantic structure of indexing terms associated with the
documents by experienced indexers. In this context the
thesaurus is seen as a repository of human knowledge
and ability in concept classification. The fundamental
types of semantic relationships expressed in a thesaurus
are: scope, equivalence and hierarchical and associative
relationships, see Ref. 6 for further details on thesaurus
structures; and furthermore:

S = E U C.

The set of all possible usable terms T could contain
other auxiliary data structures, but it always contains
another set of terms: the set of user terms (£/). The
elements of the set U are the free terms that the user of
the system can insert into his query, that is, the set of
terms that are not necessarily present in the set of terms
extracted from the documents of the collection or in the
set C. It is important to note that the E, C and U sets are
not necessarily disjointed, and the following relation can
be specified with the set T of all possible usable terms:

7 2 (£U CV U).

See Fig. 1 for a graphical representation of the different
sets of terms in T.
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TsEU C U U

Figure 1. Different sets of terms in T.

related indexing terms which are concepts of the auxiliary
data structure are thus presented.

If the term u that the user initially enters is itself an
indexing term, then :u = c. Thereby the connections that
the term has with the other indexing terms (e.g. the
thesaurus relations) are presented to the user who can
make use of them to explore the semantic structure of the
auxiliary data structure. The terms that are directly
connected to the term u = c in the auxiliary data structure
C are thus displayed (see Fig. 2). If the term u that the
user initially enters is not a concept of C, but element of
E, then the set Cu of associated concepts (indexing terms)
is constructed by making use of the documents Du, u
would retrieve by means of an inference mechanism on
the concepts related to each document during the
indexing process.

The two-level architecture can be used as a frame of
reference by the user in the process of query formulation,
during documents browsing or concepts navigation.
Through the architecture the structure of the auxiliary
data is made available to the user, so that he can perceive
and navigate through the semantic structure of the
indexing terms describing the informative content of the
documents.

The functions made available in this environment have
been designed taking into account some hypertext
functionalities that have been proved useful and relevant
for the user, see for example Refs 23 and 29. Furthermore,
as a first step towards the integration of hypertext and
information retrieval environments, the possibility of
using the result of the concept navigation process to
construct a search strategy for the user has been provided.
This environment provides seven different functions: (1)
semantic association, (2) navigation (3) sequential read-
ing, (4) associative reading from a single document or
from many documents, (5) backtracking, (6) history, and
(7) support for search strategy development. The
description of the prototype is as reported.621 This paper
concentrates on the peculiarities of the semantic as-
sociation and in Section 4 gives a formal justification for
its design and implementation; in the rest of this section,
the purpose and mode of operation of the semantic
association are introduced as reported.5

The purpose of the semantic association function is to
make more transparent and to communicate to the user
the meaning the system gives to the terms used in the
expression of user's information needs. In the for-
mulation of his query the user can employ natural
language, each word given by the user is mapped by the
system into a set Cu of semantically similar concepts
which is a part of the auxiliary data structure managed
by the system. Moreover the set Cu which is provided by
the semantic association function operates for the user as
an entry point to the auxiliary data structure; the user
can via this entry point start interacting with the system.
The aim of this interaction is the acquisition of
information via concept navigation or document brows-
ing.

The semantic association function operates in the
following manner: when the user expresses interest in a
topic by using a specific term, a list of conceptually

Figure 2. The term u is an indexing term.

The procedure is based on the fact that each element
of the set E of parsed terms has been extracted during the
indexing procedure (parsing) of a set of documents and
its relationship to them is maintained. These functional
relationships are acknowledged and made usable in an
active manner. Thus, a term e is related to a set of
documents Du. Once the set Du has been constructed by
the interface, the latter can construct and make use of the
set of indexing terms with which the documents of the set
Du have been associated during the indexing procedure.
Since the resulting set of terms of the set C could have
too large cardinality, an inference mechanism is applied
to reduce the cardinality of the set and to present the user
only the set Cu of the most pertinent indexing terms. The
way this function operates is shown in Fig. 3, a
justification for a possible inference mechanism is given
in Section 4.

If the term u that the user initially enters is not a term
of the set C nor of the set E, a stemming algorithm
proposes an alphabetic list of terms which are
morphologically similar to the term u. After the user's
choice of a term from those suggested, the interaction
continues in one of the two previously presented ways. In
the present implementation a list of conceptually related
indexing terms is suggested only if the used term w is also
an element of the set E. When the semantic association
function has completed its operations, the set Cu is
available to the user as input to one of the other
functions.

196 THE COMPUTER JOURNAL, VOL. 35, NO. 3, 1992

 by guest on Septem
ber 10, 2016

http://com
jnl.oxfordjournals.org/

D
ow

nloaded from
 

http://comjnl.oxfordjournals.org/


DESIGNING A SEMANTIC ASSOCIATION FUNCTION

T u = r Tu = e

Figure 3. An operational representation of the semantic
association function.

D

Figure 4. The semantic association function from the user's
point of view.

4. A FORMAL APPROACH FOR THE
DESIGN OF THE SEMANTIC
ASSOCIATION FUNCTION

The semantic association as seen from the user's point of
view is a one-step function: the system reacts to input by
displaying a list of concepts related to that introduced by
the user. For this reason, identification of the sets of
documents and concepts the user sees is presented in Fig.
4 from the point of view of the user and not of the system
as was done in Section 3. Fig. 4 shows the way in which
the semantic association function operates from the
user's point of view. In Fig. 4, the symbols introduced
hereunder are used to identify the sets of concepts
displayed to the user by the semantic association function.

From a system's point of view it is important to
remember that in a boolean information retrieval setting
the system cannot rely on any information or direct
relationships to the concept expressed by the user. The
only information the system can use are the relationships
to the documents connected to the user's entered concept.
Subsequently, the system can infer from the documents
that are related to the initial concept a set of concepts
and display this set to the user. Due to this feature, the
semantic association becomes a two-step function:

1. In the first step the system identifies the set of
documents Du that contain the user-expressed concept u.
This being virtually the same as that of a classical
retrieval function in a boolean retrieval setting.
2. In the second step of the semantic association the
system has to identify the concept or the set of concepts
Cu that is associated to the documents in Du.

Implementation of this second step implies relying on a
well-founded inference mechanism. In the following, an
approach based on preference relations28 is presented as
being a suitable basis for the inference mechanism.

When the semantic association is performed, the user
can potentially examine all the concepts in Cu (see Fig. 4)
or, if the size \CU\ of this set is too large, the user might
be interested in seeing only a few of them; i.e. the most
pertinent to his information needs. Denoting by M the

maximum number of concepts that the user wants to
examine and by N the size of Cu (|CJ = N),ifN> M the
question arises as to the choice of the M concepts in Cu
in a suitable manner.

The user enters the concept u that represents his
information needs. The concepts that are related to u
could be chosen in a random manner if all the concepts
of Cu were equally informative, or explanatory in relation
to the input concept u in the same way, or able to elicit
concept association to the same extent. If not, as happens
in normal practice, we could introduce an ' order' in Cu
using the preference relations approach.28

We will assume that as answer to the user input u a set
Du of documents is identified as well as a set Cu of
concepts, in the following, to simplify the notation we
will make reference only to D and C for the sets
respectively of documents and concepts.

Let dvd2, ...,dvbe the documents belonging to the set
D. The concept c can in general be represented by a
binary vector X — (xvx2,...,xv), where

( 1, if d, is described by concept c
( / = 1 , 2 , . . . , l > )

0, if dt is not described by c.

For a description of this kind of IR issue see Refs 26 and
27.

Let Xk be the binary vector that represents the concept
ck, consider the event Ik defined as: 'concept ck is
informative to the user', k—\,2,...,N. If no specific
information is available on the set C of semantically
associated concepts, it is natural to assume that the
events Ik are exchangeable,11 thus

P(Ik)=p for each k=\,2,...,N, (1)

where p is an 'initial' evaluation.
Denoting by P(Ik \ Xk) the conditional probability that

the concept ck represented by the vector Xk be informa-
tive, from Bayes theorem follows:

P(Xk\Ik)P(Ik)
(2)
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Where we denote by P{Xk \ Fk) the conditional probability.
We now note that, if P(Xk\Ik) = P(Xk\Fk) from (2)

follows P(Ik | Xk) = P(Ik), that is the information Xk does
not modify the probability evaluation P(lk).

Generally, given the likelihood ratios

Lk = P(xk\ik)/p(xk\rk),
equation (2) becomes

(3)

By observing that Lk/(pLk + (l — p)Lk) = 1, from the
right-hand side of (3) we obtain, for the likelihood ratio

We could order C by means of a preference relation,
ordering the concepts cx,c2, ...,cN according to the
decreasing values of the conditional probabilities
X1),P(I2\X2),...,P(IN\XN).

If we consider two concepts ct, cp assuming that:

we obtain:

Furthermore from (2) and (3) we obtain:

Pk P

\~Pk \~p

Thus expression (4) becomes:

p't

(4)

(5)

(6)

Therefore the ordering of the concepts in C according to
decreasing values of the conditional probabilities P(Ik |
Xk), k = 1,2,..., JV, can be obtained by ordering the
ratios P(Ik \ Xk)/P(Fk \ Xk) in the same way.

Since we assumed P(Ik) = const for all k, this is
equivalent to ordering the concepts in order of decreasing
likelihood ratios Lk.

The computation of the quantities Lk, k = 1,2,..., N,
requires evaluation of the probabilities P(Xk \ Ik), P{Xk \
III

A feasible way of doing so can be by making the
assumption that the components of the random vector
X = (xt,x2, ..-,xv) representing a concept in C are ex-
changeable.11

Then we make the assumption:

P{xt=\\I) = a, P(xt=l\F) = b for i=l ,2 , . . . , i> (7)

where / is the event defined as: 'a concept randomly
chosen in C is informative for the user'.

If we assume that the components of X are
conditionally independent with respect to / and F, then
from (7) follows (being h = S".! x(),

•a)-h, (8)
•by-". (9)

Therefore P{X\I) and P(X \F) depend only on how
many (and not which) components of the vector X are
equal to 1, that is on how many and not which documents

make references to the concept c. From the above
follows that the exchangeability property holds, with
respect to each of the two subsets of the informative and
non-informative concepts.

From (8) and (9) follows:

P{X\I)
P(X\F)

1-q
b) \\-b

(10)

The exchangeability property that leads to (10) also
allows an ordering of C by giving ' informative weights'
to the concepts.

From (10) and the assumption:

, a „ . 1 — a

follows

lg L = he' + (v — h) e" = Z£(e' — e") + ve" = w + e,

where w = h(e' — e"), e = ve".

In (11) the 'total informative weight' of the concept c
represented by X is given by w.

Thus, denoting by wm and w(n the total weights of the
concepts ct and cp equation (6) becomes

pt ^Pjowm^ wu\ (12)

that is, if hi and h} are the numbers of documents of D
containing respectively the concept c( and ci we get:

or
p\
Pi h

(if a 2s b),
(if a ^ b).

That is, given two concepts, their preference order
depends only on the number of documents that contain
that concept.

Using this preference order, it is possible to order all
the indexing terms which are related to the concept
entered by the user.

The indexing terms are ordered by the system and the
terms that are present at the top of the ordered set are
presented to the user for browsing in the conceptual
auxiliary data structure.

5. CONCLUSIONS

Making use of preference relations an associative
algorithm has been formally justified. The importance of
the algorithm is justified by its use into an hypertext
interface in order to provide the user with a list of
concepts associated to the user's one(s). In particular, the
HYPERLINE prototype shows that the algorithm has viable
applications even for very large databases.21

It has to be noted that the algorithm performs concept-
to-concept associations at the time of the user interaction
with the information retrieval system. This allows to
implement hypertext interfaces that reply to the user
input with lists of associated concepts in place of list of
references.

In the HYPERLINE prototype the concept network
where the associated concepts are identified has been
built using available thesauri. Future work will be
devoted to the identification of suitable automatic
knowledge extraction and indexing tools to be used for
the concept network creation. The associative algorithm
described is independent from the characteristics of the
IR system used (boolean or probabilistic), improvements
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from a thigh integration with a probabilistic environment
are matter for future work.
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