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Abstract—In this paper the packet delay statistics of a fully
reliable Selective-RepeatARQ schemeis investigated. It is as-
sumed that the sender continuously transmits packets whose
error processis characterized by meansof a two-state Discrete
Time Mark ov Channel. At the recever thesepacketsare checked
for errors and ACK/NACK messageqassumederror-free) are
sent back to the sender accordingly. The feedback messageis
known at the transmitter m channelslots (round-trip delay) after
the packet transmission started. An appropriate Mark ov model
has been developed in order to find the exact statistics of the
delaysexperiencedby ARQ packetsafter their first transmission.

I. INTRODUCTION

With theincreasingdevelopmentbof multimediaapplications
in modern communicationsystems,effective error control
techniquesrerequired Many applicationsarehighly sensitve
to channelimpairments.To have good performancen terms
of datareliability, lateng, andefficient bandwidthusage error
control techniquesmust be carefully designed.Thus, a deep
understandingof them is necessaryUsual protocol stacks
perform error control at multiple levels: e.g., at the physical
layer with error correctioncodes,at the data-link layer with
ARQ techniquesand at the transportlayer with TCP.

In recentyears,the study of ARQ error control techniques
in wireless systemshas enjoyed a lower popularity than,
e.g., error correction coding stratgyies. This is mainly due
to the type of applicationervisionedin thesesystems,i.e.,
voice and circuit-switcheddata,wherestrict delay guarantees
are required.With the extensionof paclet dataand Internet
servicesover wirelesslinks, the increaseddelay toleranceof
mary applicationsand protocolsleadsto a paradigmshift,
whereerror recovery by retransmissiormay be more efficient
than protectingall dataa priori by meansof costly FEC.

ARQ solutionsdirectly interactwith higher levels, by de-
termining both delay/jitter performanceand error probability
of higherlevel paclets. Their correctconfigurationis key in
achieving the neededhigher level QoS; hence,an accurate
study of the delivery delay processat the ARQ level is
crucial to understandhe interactionbetweenthe higherlevel
performanceandthe link layer retransmissiorprocess.

In ARQ, the transmitter sends paclets (PDUs) consist-
ing of payload and error detection codes. At the recever
side, basedon the outcomeof the error detectionprocedure,
acknavledgmentmessagesare sent back to the transmitter
(ACK or NACK, accordingto the result of error detection).
The senderperforms paclet retransmissiondasedon such
acknavledgmentslin general ARQ protocolsare variantsof
the following basic schemes:stop-and-vait (SW), go-back-
N (GBN) and selectve repeat(SR). The SR schemeis the
most efficient: here paclets are transmittedcontinuously but
only negatively acknavledgedpaclets are retransmittedj.e.,
retransmissionsre selectvely triggeredby NACK messages.
When the round-trip delay goesto zero all the presented

scheme®ecomddentical.In theliterature[5][7], this situation
is referredasideal SRARQ.

The overall PDU delay with ARQ protocol can be subdi-
vided in threecontributions. Thesequantitieswill be referred
to as queueingdelay, transmissiondelay and re-sequencing
delay, as usually donein the literature [6]. The first is the
time spentin the sourcebuffer queue,i.e., the time between
the PDU releaseby higher levels and the instantof its first
transmissiorover the channel.This term dependson both the
channelbehaior and the PDU arrival process.The second
contritution is the time betweenthe first transmissionand
the correct receptionof the PDU, which only dependson
the channelbehaior. The last delay is the time spentin the
recever re-sequencingpuffer. In fact, eventhoughthe sender
transmitspaclets in order, they can arrive out of sequence,
dueto randomerrorsandconsequentetransmissiongdence a
correctlyrecevedPDU mustwait in thereceverre-sequencing
buffer until all the PDUs with lower identifier have been
correctly receved. This last term is the most complicated
becauseit dependson errors experiencedby other PDUs.
In the following, the term resolution(e.g., of a paclet) will
meancorrecttransmissionwhereasdelivery (or equivalently,
releasé refersto the joint resolutionof the consideredhaclet
aswell as of all packetswith a smallerid. In this paperwe
investigatewith anexactanalysis the statisticsof the delivery
delay, definedasthetime betweerthefirst transmissiorof the
pacletandits successfuteleasdrom there-sequencinguffer,
in otherwords, the sum of the secondand third terms.

Several studies have been performedon the delay per
formance of the SR protocol over a wireless channel
[11[2][3][4]1[5]1[6]- In [1], queuingtheoryis usedby Konheim
to evaluate the different kinds of delay affecting the PDU
transmissionjn the situation of a finite round-trip time. In
this work a static channelis considered,and the developed
modelallows only to estimateaveragevaluesof the delays.In
[2] an alternatve approachfor the sameproblemconsidering
a Bernoulli arrival processs proposedRosbeg and Shacham
in [3] and Rosbeg and Sidi in [4] analyzedin detail re-
sequencinglelay and re-sequencinduffer occupang at the
transmitter and at the transmitter and the recever jointly,
respectiely, but again in the case of static channel. The
time varying channelwas investigatedfor the first time by
Fantacciin [5], by meansof queuingtheory However, here
there-sequencingelayis not studiedandonly averagevalues
for the other delays can be quantified, with a lower bound
on them with respectto the situation of a finite round-trip
delay Finally, in [6] Kim and Krunz accountedfor a time
varyingchanneblndafinite round-tripdelay by developingthe
analysisfor all the ARQ delaycontributions.However, several
approximationsare introduced,asfor examplethe hypothesis
of ideal SRis usedfor the queuingdelay evaluation, so that
only approximatemeanvaluescanbe quantified.



In this paperwe study the delay performanceof a fully
reliable SR ARQ scheme,considering both time varying
channelandfinite round-triptime, andalsothe effect of bursty
channelerrorsis taken into account.Some assumptionsare
madeto simplify the formal description,however they do not
affect the generalityof the results,sincethey canbe relaxed
if needed.Previous studies are greatly extended, since an
exact analysisis presentedfor the delivery delay statistics:
this is an instrumentthat allows, for example,to write closed
mathematicalexpressionsfor quantitiesrelatedto the ARQ
delay andto give not just approximatemeanvalues,that in
certain casescould be misleading,but the completestatistic
description,so thatthe performancecan be exactly evaluated.

The remaining part of the paperis organizedas follows:
in Section Il the ARQ policy and the channelmodel are
describedin Sectionlll the exactanalysisof thedeliverydelay
is reported.In SectionlV resultsare reportedand finally, in
SectionV, someconclusionsare given.

Il. MODEL FOR ARQ PROCESSES

We considera pair of nodes,that communicatedatapack-
ets through a noisy wireless link and use a fully reliable
Link Layer protocol (unlimited retransmissionattempts)to
counteractchannelimpairments.Data paclets (ARQ PDUS)
and ACKs/NACKs flow in forward and backward direction,
respectiely: it is not restrictve to considererrorfree ACKs
and NACKs. Moreover, we assumethat both transmitterand
recever have unlimited buffer size andthey adoptthe follow-
ing Selectve-RepeatARQ protocol (a generalizationof the
protocoldescribedn [8]) at the Link Layer.

Thesendeicontinuouslytransmitsnew PDUsfrom its buffer
in increasingnumericalorder as long as ACKs are receved.
The time is slottedand the slot time correspondgo a single
PDU transmission.After each PDU reception,the recever
checksfor paclet errors and replies with an ACK/NACK
accordinglyIf m is theround-tripdelaythe senderecevesthe
ACK/NACK messagéor eachpaclet afterthe transmissiorof
m—1 subsequenPDUs,new or retransmittedin theliterature
[9], m is alsocommonlyreferredasthe ARQwindowsize In
caseof NACK, the correspondingPDU is retransmittedm
slots after the previous transmissionglsea new PDU is sent.
The wireless channelis characterizecby meansof a two-
state Discrete Time Markov Chain (DTMC), and let denote
the statesas 0 and 1. We can define the related transition
probability matrix P and the corresponding-step transition
probability matrix P (¢), asfollows:

p—( Po Pt ) py_pi_ Poo(%)  pox (i)
Pio P11 pio(d) p11(4)
The steady-statehannelerror probability is e = m(ﬂ%,

while the averageerror burst lengthis given by b = 1/pie.
We modelthe errorsin the channelwith the hypothesisthat
transmissiongduring state 1 are always erroneous,whereas
state0 is error free. This is a reasonable@ssumptiorin mary
caseg7] andthemodelwe proposecanbeextendedo account
for ahigherorderMarkov Chain.A morecomplicatedchannel
model only makesthe analyticalstudy cumbersome.

The traffic model mainly affects the queuing delay, that
is out of the scopeof our analysis,and the delivery delay
only slightly dependsn it. So, it is reasonabldéo considera
simplemodelfor the arrival processalthoughour analysiscan
be againextendedwith a more complicatedoneif necessary

Hence,we supposehat oncea PDU is correctly transmitted,
a new oneis always presentin the sourcebuffer. This model
is referredin the literature [6] as Heavy Traffic condition,
and describesexactly a continuouspacket source.Thus, it

holdsfor examplefor a TCPfile transfer(FTP-like sessioror

video/audiocontinuousdatastreaming)reliable ARQ almost
completelyavoids TCP timeouts(whenthe channelerror rate
is nottoo large)andthe TCP level, afterfilling the bandwidth-
delay product, behares as a continuouspaclet source (the

TCP window sizeis not decreasingecauseerror recovery is

never triggered).Shouldthe Heavy Traffic assumptiomot be

verified, the delivery delaycomputedwith it canbe seenasan

upperbound(worst caseanalysis).An evaluationrelaxingthis

hypothesiswould still be possible,by following an approach
asin [4].

I1l. COMPUTATION OF THE DELIVERY DELAY STATISTICS

We computethedelaystatisticsfor asinglePDU transmitted
using Selectve RepeatARQ. We do this by tracking the
successfuldelivery of the PDU of interest (called tagged
PDU), as well as all previous PDUs. Some remarksabout
the notationusedfor the restof the paperare presentechere.
The slot in which the taggedPDU is transmittedfor the first
time will be indicatedas slot ¢ = m. The m-sized window
from slot 1 to slot m will be called fundamentalwindow,
due to the importantrole it plays in the analysis.For the
sale of simplicity, we will finally considerthe delivery of
the tagged PDU as complete when all PDU with smaller
id have been correctly transmitted This is not completely
appropriatesincethe releasdime is evaluatedat the recever.
However, the delay betweenthesetwo instantsis a constant
t. (known a priori and approximatelyequalto m/2), thatis
the sum of the path delay and the processingdelay:in other
words, since this term doesnot affect the analysis,we will
not write it to avoid unnecessarilyong expressionsThus,in
the following we will studythe statisticsof P,;[k], definedas
the probability that the delivery delay equalsk slots plus the
constantermt.. For example,P4[0] is the probability thatthe
taggedPDU is releasedt the instantof its reception,i.e., the
first transmissiorattemptis successfubnd the re-sequencing
delayis zero.

Proposition1: The channelstateat time ¢ = 0 is i = 0,
i.e., the corresponding®DU is correctly receved.

Proof:  This follows immediatelyfrom the fact that at time
t = m the first transmissionof the tagged PDU occurs.
If the transmissionat time 0 would have beenerroneousa
retransmissiomwould have beenschedulednstead. O

Proposition2: The taggedPDU can be deliveredin order
if andonly if (<) all the PDUstransmittedn the fundamental
window areresohed.

Proof: Since PDUs identifier are assignedin increasing
order, the PDUs containedin the fundamentalwindow are
surely characterizecby a smallerid than the one assigned
to the taggedpaclet. Hence,in the slot in which the tagged
PDU is releasedall these PDUs must have beenresohed.
This provesthe = condition. In the following, we shov that
the resolutionof the fundamentalwindow is also sufficient
(«), i.e., no other PDUs can affect the releaseof the tagged
paclet. This can be shovn consideringthe slot of the first
transmissionof eachPDU. If it is betweenl and m, these
PDUs are ohviously taken into accountin the fundamental
window. PDUs transmittedfor the first time at ¢ < 0 canbe



eitheracknavledgedor retransmittedn slotslater. If they are
acknavledgedbeforetime m, thenthey areall resohed when
the taggedPDU is transmittedfor the first time and do not
affect its delivery. For this reasonthey canbe neglected.The
only PDUs we needto considerare the onesthat are still
unacknavledgedat time m, thesePDUs are retransmittedn
the fundamentalwindow. Finally, PDUs transmittedfor the
first time in slot ¢ > m have a larger id than the tagged
PDU, thusthey do not affect the delivery delay statistics.In
conclusion,the only PDUs that can block the delivery of the
taggedpaclet aretransmittedin the fundamentalvindow that
is for this reasonsuficient. O

To evaluatethe resolutionof the fundamentalwindow we
formulatethis algorithm, in which the slotsin positiont > 1
are marked asfollows:

1) Everyslott > 1 beginsunmarled.Let t = 1;

2) If therearem consecutre marked slots, startingfrom ¢,

the procedureends.Else, increaset until an unmarled
slot is encountered;

If in ¢ thetransmissions successfulinarkwith thelabel
resolvedevery slot in position km + ¢, with k integer,

k > 0. Increaset by 1 andgo to step2;

Else,in t anerroneoudransmissioroccurs.In this case,
markonly slot ¢ with the labelunresolvedincreaset by

1 andgo to step2.

For example,supposen = 3. Suppose goodchannelstate
att = 1 is followedby a burstof four erroneouslotsandthen
the channelis againgoodfor threeslots,the algorithmgives:
1=resohed, 2=unresoled, 3=unresoled, 4=resohed (despite
the channelerror, it was previously marked), 5=unresohed,
6=resohed,7=resohed,8=resohed.After slot 8, thealgorithm
endsasslots9 + 11 areresohed.

Additionally, obsene that also every slot ¢t > 9 is marked.
It is straightforvard to prove that this is alwaystrue, i.e., the
endingconditionof thealgorithmat step2, is equivalentto say
that after a slot with a sufficiently high position every other
slotis marked asresolhed. Next propositionsexplain how this
canbe usefulto evaluatethe delivery delay

Proposition3: Considera sequencef slotsfromt¢—m+1
to t, with ¢ > m. Every slot of this sequenceanbeassociated,
by meansof a one—to—onecorrespondenceto a different
PDU transmittedin the fundamentalvindow, so that the label
assignedby the above algorithm appliesboth to the slot and
the statusof the relatedPDU at time ¢.

Proof:  Formally, we definea function z — g,(z) (slot —
PDU), thatrelateshegenericslotin positionz to aPDU g;(x)
transmittedn the fundamentalvindow. We have to show that
it is always possibleto do this with the right correspondence
betweenthe label of eachmarked slots and the statusof the
related PDU at time t. This can be proven by induction.
For t m the statementis true for the correspondence
gm(z) = z. In this casewe relateeachslot of the fundamental
window with the PDU transmittedin it, and the satishction
of the further conditionsis trivial. Now, supposethat the
statementholds for ¢, for which the correspondence;(-) is
defined.We can definethe correspondence;, () for ¢t + 1
by letting gir1(z) = ge(z) for t —m+1 < z < ¢t and
9t+1(t+1) = g(t—m+1). It is alsostraightforvardto verify
thatthe correspondenceetweerslotlabelandPDU resolution
is correct.In fact, for every slotz, t —m + 1 < z < t, the
conditionholdsfor theinductive hypothesiswhereasslott+1
representshe resohed/unresoledstatusfor the samePDU of

3)

4)

the fundamentawindow asslot t — m + 1. O

Proposition4: The taggedPDU is releasedn the last slot
of the first m-sizedgroup of only resoled slots.
Proof: Let uscall f the last slot of this group of PDUs.
At slot f the taggedPDU is surely delivered,as every PDU
transmittedin the fundamentalwindow has been correctly
receved: this comesfrom Proposition3 appliedto anm-sized
window of only resoled slots. We prove per absudum that
the taggedPDU cannot be releasedbeforethis slot. Suppose
that the taggedpaclet is resohedin slot ¢ < f: thus,since f
is the last slot of the first m-sized group of resohed PDUs,
the window from slot ¢ — m + 1 to slot ¢ containsat least
one unresohed slot. Proposition3 implies then that at slot ¢
at leastone PDU transmittedin the fundamentawindow has
not been correctly received and Proposition2 statesthat in
this casethe delivery is not ended. O

Thus,accordingto Proposition2, the memoryof the system
is the stateof m PDUs of the fundamentalwindow and the
channelstate. Supposethat we are looking at slot ¢ as the
current one. Proposition 3 suggestsalso that we can keep
track of the past memory by using the resohed/unresoled
statusof the m — 1 most recent past slots, i.e., slots ¢t —
m+1,t —m +2,...,t — 1. Therefore,this information can
be carried with a binary variable for each slot: we assign
b = 1if slott —m + 1+ k is still unresohed,andb, =0
otherwisefor k = 0,1, ..., m — 2. This stringof bits canalso
be representedy the integeri = ZZ‘:_OZ bx2%. In addition,
we needto specify the statusof the currentslot, i.e., slot ¢.
In this casewe also needto track the channelstate,which
is necessarytto determinethe future evolution of successful
transmissions(Note that this is not necessaryor pastslots,
sincethe Markovian natureof the channelevolution allows to
neglectthechannektatein slotss < ¢t oncethechannektatein
t is known.) For the currentslot, threesituationsare possible:
the channelis good, which implies that the slot is resohed
(if it is not resoled already the good channelstatemakes it
resoled naw); the channelis bad andthe slot is resoled (in
a previous transmission)the channelis bad and the slot is
still unresolhed. Thesethree possibilitieswill be denotedby
0, 1 and 2, respectiely, and the associatedariable will be
denotedby u.

Consider now the random process X (t) ((t),u(t))
which jointly tracks slot-by-slot the Markov channelevolu-
tion and the statusof the m latest slots. This processis a
Markov chain, as proved before. In order to determinethe
possibletransitions X (t) — X(t + 1) (#',u") and the
correspondingransition probabilities, supposeat time ¢ the
bitmap i(¢t) is (bo, b1, ..., bm—2), Wherethe most significant
bit b,,_» denotesthe statusof the most recentamongthe
pastslots. At time ¢ + 1 this bitmapis clocked one position
into the past,i.e., i'(t + 1) (b, by .. b, 3, bl 5) =
(b1,ba,- .., bm_a, f(u)), where f(u) = 1 if uw = 2 (current
slot at time ¢ wasstill unresohed),and f(u) =0 if v =0, 1.
(More compactly in this casef(u) = |u/2].)

Regardingthe value of ' = u(t + 1), note the following.
If attime ¢ by = 0, the correspondingslot hasalreadybeen
resoled, and thereforeu’ = 0 or 1 accordingto the channel
stateat time ¢ + 1. On the other hand,if by, = 1, the slot
is still unresohed at time ¢, hencewe have v’ = 0, if the
channelat time ¢ + 1 is good (slot is resoled at this time),
and ' = 2 otherwise(slot remainsunresohed). There are
only two possible destinationsfor X (¢ + 1), given X (t),



since the shift of the bitmap is deterministicand the only
randomvariableis the channelstatewhich can assumetwo
values.More precisely the transition probabilitiesare given
asfollows:

o if i is even(i.e., bp = 0), then

PX(t+1) = (i",u)[X(t) = (i,u)] = )
Doy i = I_%J + I.%J2m727
= z=[§],u' =v,0=0,1
0 otherwise
o if 4is odd(i.e., bg = 1), then
PIX(t+1) = (i",u)|X(t) = (i,u)] = )

Paw if ' =[5]+ I_%J2m727

z=[g],u" =2v,v=0,1
0 otherwise
where the use of 4/ = 2v in the latter case meansthat a
good channelv = 0 leadsto »' = 0 whereasa bad channel
v = 1 leadsto v’ = 2, i.e., the situationof bad channeland
unresoled slot. According to the above rule, the transition
probability matrix canbe built, with only two non-zeroentries
per row.

In orderto find the delay statistics,we proceedasfollows.
Let # = [mo m1 --- Tk beal x K vectorwhose K =
3 - 2m~1 entriesrepresentthe probabilities that the system
startsin a given state.w is computedas follows:

o if u is even (0, 2):

m—2

0 (3,u) = Pobo [ H ij_lbj];ﬂbm_gg 3)
j=1
o if uis odd (1):
'n'(i,u) =0 (4)

Let eq be a columnyvector of all zerosexceptfor the entries
correspondingo states(0,0) and (0,1), that are equalto 1.
If T is the transition matrix of the Markov chain X (¢), we

determine:
PJk] = nT*es, k>0. (5)
The distribution P,[k] is the probability that the delivery
delayis lessthan or equalto k. Finally, P,[k] is determined

as:
Pd[k] = Pc[k] - Pc[k + 1] . (6)

IV. RESULTS

The delivery delay statistics P;[k] has been computed
accordingto the above analysis,for various values of the
channelerror probability ¢ and the channelburstinessb. To
test the accuray, we useda simulatorin which we simply
implementedthe transmissionof paclets with a SR ARQ
schemeapplied to the samescenario;thus, we empirically
measuredhe delivery delaystatistics jnsteadof deriving them
from the exact analysis.

In Figure 1 we evaluate P;[k] and comparethe case of
independentiid) channelwith differentvaluesof the correla-
tion b. In ary case,the shapeof the delivery delay statistics
presentsa step-wisebehaior with a consistentlecreasingap
after every position km, x integer Moreover, when errors
are independentP;[k] is almostconstantwithin a given m-
sized window, whereasin the correlatedcaseit presentsan
increasingbehaior with the maximum placedat the end of
the round. This meansthat the transmissionsof the tagged
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Fig. 1. P,4[k], iid channelvs. b=3,5,7,15, with m = 10, ¢ = 0.1.
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PDU, which occurin positionkm, arealwaysa bottleneckthat
blocksthe resolutionof the entire window. In fact, only after
the slot km every PDU thatwasstill unresoledat (k — 1)m
has had anotherretransmissionThat is, when two or more
PDUs (possiblyincluding the taggedone) block the delivery,
the mostrestrictive conditionis the correcttransmissiorof the
PDU with highestpositionin the fundamentalvindow. Being
the taggedPDU transmittedat time m, it is morelikely to be
the mostrestrictive one.

An interesting value is P4[0], which correspondsto a
successfulfirst transmissionof the taggedpaclet being the
m — 1 previous transmissionscorrect. From Fig. 1 it can
be obsened that P;[0] in the bursty caseis higher, due to
the greaterprobability to have a whole window of correct
slots when errors occur in bursts. Also the valuesfor high
k are considerablydifferent, becauseof the increaseof the
probability of high delivery delaysdueto correlatedchannels.

Let us discussthe variations of b. For a given ¢, for
increasingb alsothe probability to encountera long sequence
of slotswithout errorsincreasesThis is the reasorwhy P,[0]
increasesas b increasesNote that a significant increaseis
visible even for b = 3, i.e., when the channel burstiness
is small. Moreover, the slope of each curve decreasewvith
increasingb, i.e., the larger the burst, the more likely that
the startingwindow will be resohed after a large delay This
meansthat, on average we mustwait a numberof slotsequal
to b for thechannelko berestorednto the goodstate andfrom
here a further round for the startingwindow to be resohed.
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Similar obsenationscan be madefor Fig. 2. Here, the mean
delivery delayis reportedasa function of £ by varying b, and
also simulationpoints are plotted for comparison.

Theseconsiderationsllow us to concludethat the inde-
pendentcase,in general,can not be usedto derive a good
approximationundermary aspectsi.e., the knowledgeof the
averagechannelerror probability doesnot suffice to obtaina
good delay statisticsestimate.

In Fig. 3 the meandelivery delay is reportedagainstthe
error burstinessb by varying . The first value of b on the
leftmost part of the graph corresponddo the iid case(b =
1/(1 — ¢)). For eache, an increasingb always leadsto a
lower value for the meandelivery delay The iid caseis the
one characterizedy the highestmeandelivery delay under
all channelconditions.

Fig. 4 reportsthe delivery delay standarddeviation, simula-
tion points are reportedfor comparisonUnlike for the mean
delivery time, this metricin theiid casecannot beinterpreted
asabound.In fact, its role with respecto the correlatedcase
dependson both b and . Moreover, its behaior is clearly
differentfrom that of the othercurves.

The cumulative complementangdistribution of the delivery
delay statistics,cedf [x], is plottedin Figure 5, where cedf[z]
is the probability that the delivery delay exceedsz slots,
formally:

cedf[z] =1 =) Palk] 7
k=0

We report the complementandistribution by varying b in
Fig. 5. It is clear that the iid caseis not a suitable model
when errorsare correlated(also when the correlationis low,
e.g.,b = 3). In particular in the correlatedcase,the tagged
paclethasa higherprobabilityto bedeliveredin thefirst round
(slots 0 throughm). Onceagain,it is clear from the Figure
thatin this rangeiid and correlatedcasegdiffer significantly
Evenaftera full round(xz > m) the curvesdo not match.For
instance,ccdf[z = m = 10] in theiid caseis almosttwice
thatin the correlatedcasewith b = 15.

V. CONCLUSIONS

In this paperwe studiedthe delivery delay performance
of a Selectve RepeatARQ schemeover a two-stateDiscrete
Time Markov Chain. We obtainedthe exact statisticsof the
delivery delay processregardinga single ARQ packet. Main
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Fig. 5.Cumulatve complementarylelivery delaydistribution,e =0.1, m =10.

characteristic®f the statisticshave beencomparedor several
valuesof the channelerror probability and error correlation,
and simulation resultsconfirm the goodnessf the analysis.
The only dravbackof the exactanalysisis thatits compleity
grows exponentiallywith the roundtrip delay so approxima-
tionswith lower compleity canbethe goalof futureresearch.
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