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SR ARQ Delay Statistics on N-State Markov
Channels with Non-Instantaneous Feedback

Michele Rossi, Leonardo Badia, and Michele Zorzi

Abstract—In this paper the packet delay statistics of a fully to understand how the retransmission process introduced by
reliable Selective Repeat ARQ (SR-ARQ) scheme is investigated.the ARQ error recovery algorithm affects the packet delay
An N-State Discrete Time Markov Channel model is used to experienced at higher layers. In SR-ARQ, the transmitter

describe the packet error process and the channel round trip . . . . .
delay is considered to be non zero, i.e., ACK/INACK messages alresends packets (PDUSs) in order of their arrival time at the link

received at the transmitter m channel slots after the packet trans- layer buffer, while the receiver replies to each received PDU
mission started. The ARQ packet delay statistics is evaluated by with ACK/NACK messages by sending them over a feedback

means of an exact analysis by jointly tracking packet errors channel. The sender retransmits only negatively acknowledged
and channel state evolution. Furthermore, procedures to derive (NACK) packets and then resumes the transmission process

a Markov Channel description of a Rayleigh fading process are . h
discussed and the delay statistics obtained from the Markov from the last packet sent so far. In this paper, we consider the

analysis is compared with that estimated by simulation of the Statistics of thedelivery delay defined in the literature [1] as
SR-ARQ protocol over the actual fading process. The accuracy the sum oftransmission delagndre-sequencing delayrhese

of the delay statistics obtained from the Markov Channel quantities are the delay between the first transmission and the
representation of the actual fading process is investigated by o, ract reception of the PDU and the time spent in the receiver

explicitly addressing the effect of the number of states considered . .
in the Markov channel model and the impact of the Doppler €-S€quencing buffer for the packet to be released in-sequence

frequency. Finally, besides giving a new analysis to obtain link at higher layers, respectively.

layer statistics QA/GF N-State Mak:kov ghaﬂnms, tfhehpape(; PerVideg This problem has already been studied in the literature, but

Important considerations on the adequacy of the widely used .., nartial solutions have been provided. Basically, the com-

Markov modeling approach for the characterization of higher . . . .

layer performance. plexity of the analysis has lead to the introduction of several
approximations [1]-[3] or to considering an indirect approach,

i.e., to study the transmitter/receiver buffer occupancy [4]-[6],

or to account for a zero round trip delay [7] so as to limit

the ARQ system memory which needs to be tracked in the
[. INTRODUCTION AND MOTIVATION analysis.

ULTIMEDIA applications in modern communication A first analysis dealing with a round trip time larger than
systems are highly sensitive to channel impairmengshas been proposed in [8], where the independent channel
and require effective error control techniques. Such techniqu&$or model has been considered, by providing exact analysis
often rely on Forward Error Correction (FEC), Automatiaind simple heuristics for the approximation of the delay
Retransmission reQuest (ARQ), or a combination of the twetatistics over channels characterized by a large round trip
In such scenarios, a trade-off exists between data reliabilifyne. However, the accuracy of tlid model heavily depends
latency, and efficient bandwidth usage, and a good understagf-the specific radio technology that is considered at the
ing of the impact of error control strategies becomes pivotal ghysical layer of the wireless system under analysis, as well as
provide adequate application level performance depending @ the wireless channel behavior. A further study, dealing with
the underlying channel behavior. In the past, great effort hastwo-State Markov channel, has been proposed in [9], which
been devoted to the characterization and the understanding@fsents an analytical framework to obtain the delivery delay
these error recovery systems. This paper is a natural follo¥tatistics in the time-varying channel case. However, this work
up of this research activity with the aim of understanding thgas developed under the assumption of a Two-State Markov
impact of the channel error statistics on the performance gécket error model, which may somewhat limit the validity of
ARQ error control schemes. the analysis. The first contribution of the present paper is to
In this work, we focus on a fully reliable Selective Repegtklax this assumption by allowing the packet error process to
(SR) ARQ [1]; our aim is to derive delay statistics so age described by means of a Markov chain with an arbitrary

. . . _number of states, which widely generalizes the problem.
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and quantitative indications in this sense, i.e., on the statistioe# assume that time is slotted, where the slot duration
impact at the protocol layer when the N-State Markov channebrresponds to the (constant) transmission time for a single
is used to capture the Rayleigh fading physical error procepacket. We consider a non-zero round-trip time, equatnto
Many past studies (see [10]-[12], among others) dealt witiots.

the Markov modeling of the actual fading process, but mainly In the SR—ARQ scheme (see [13] for further details), data
focused on physical layer aspects rather than consideripackets (ARQ PDUs) are transmitted continuously by the
the impact on the higher layer performance. To this respesénder, whereas the receiver informs the transmitter about
other contributions of the current paper are to devise a n@acket receptions with acknowledgment (ACK) or negative
method to derive the Markov chain from the underlying fadingcknowledgement (NACK) messages, so that as long as ACKs
statistics and to investigate the appropriate number of states received, the sender transmits packets in increasing numer-
to be considered to obtain the best fitting of protocol layécal order. We assume that the transmitter adopts a stringent
performance. Regarding the first point, we introduce heretine-out, so that receiving an undecodable feedback packet or
simple but effective strategy that considers the shape of thet receiving a feedback packet at all withinslots from the
protocol packet error function directly in the partitioning otransmission of a data PDU is implicitly equivalent to a NACK
the SNR, i.e., to decide how the Signal to Noise Ratio aximessage for that specific PDU. In this way, the outcome
has to be subdivided in the Markov channel state assignmesft.a transmitted data packet is always known after a full
As will be shown in the sequel this method, in spite ofound-trip time. When a negative feedback for a transmission
its simplicity, gives good results. An important finding of NACK or timeout) is received, a pre-emptive retransmission
the paper is that the Markov model approach can reproduseselectively triggered. We assume that a fully reliable Link
with sufficient accuracy the statistics at the protocol laydrayer protocol, i.e., with unlimited retransmission attempts,
This is an important conclusion since, as highlighted in paistused to counteract channel impairments. It is also assumed
studies [10], this model often fails at the physical layer, whethat both nodes have unlimited buffer size.

it is unable to fully capture the complexity of the underlying We will consider both cases of error-free ACK/NACK
fading channel. In this case, relevant discrepancies can rhbessages, which is the simplest possibility, and erroneous
observed, for example, in terms of autocorrelation functiofeedback channel. In Section IlI it will be shown that this
However, the same Markov model seems accurate enougHatiter case can be accounted for through an extension of the
capture higher layer protocol statistics. number of states of the channel transition matrix.

A last and minor contribution of the current paper is to The round-trip delaym is commonly referred to in the
extend the analysis above by accounting for an unreliabigerature [1] as theARQ window size The ACK/NACK
feedback channel. This aspect has often been neglectednisssage for a packet transmitted in the generic slig
previous studies due to the expected lower error rates oveceived after the transmission of upsto— 1 PDUs (new or
such channels, thanks to the higher degree of FEC that canrdgansmitted), i.e., at the end of stetm—1. This means that
used to protect feedback messages and to their smaller sizease of NACK the sender always retransmits in slotm
that also implies lower error rates. As will be shown in théhe PDU transmittedn slots earlier, and at each instant there
sequel, the analysis in this case can be kept unchanged throaghexactlym transmissions for which the feedback message
an expansion of the number of states of the channel transitigrstill pending.
matrix. Our analysis focuses on the delivery delay; indeed, other

The remaining part of the paper is organized as followdelay terms could be considered, such as the queueing delay
In Section Il, the SR-ARQ transmission process is describexi.the transmitter buffer. The motivation of our choice lies in
The Markov Channel model is introduced in Section lll, wherthe fact that the delivery delay is adequate to study the impact
the case including erroneous feedback is also reported. dhMarkov modeling approaches, which is the main focus of
Section IV, we present the exact analysis for the evaluatitine present paper. In addition, the analysis of the delivery delay
of the ARQ delivery delay statistics over an N-State Markojustifies simpler assumptions for the arrival process, since this
model, whereas in Section V we introduce a new methaftlay component is not so sensitive to the traffic intensity, as
to obtain an N-State Markov model to represent a quantizetown in [1], [5], [9], [14], whereas it is strongly impacted
Rayleigh fading channel. The results about these two contbly channel characteristics.
butions are then reported and compared in Section VI. MoreThis reasoning allows us to consider a simple model for
specifically, Subsection VI-A presents the analytical results tife arrival process, although our analysis could be extended,
the delay statistics compared with others obtained by simulfitnecessary, at the price of additional complexity. Hence, we
tion, whereas Subsection VI-B qualitatively and quantitativelyonsider that once a PDU is correctly transmitted, a new one is
discuss the accuracy that can be achieved in terms of protoalbays present in the source bufféteavy Traffic[1]) which
layer performance when an N-State Markov model is used describes exactly a continuous packet source.
represent the actual error process of a channel characterizethis assumption is often reasonable to model situation of
by Rayleigh fading. Finally, Section VII concludes the papepractical interest such as a TCP file transfer (FTP-like session)

or video/audio continuous data streaming transmitted using

Il. MODEL FORARQ QUEUEING AND TRANSMISSION UDP. To motivate the first example, consider the case of a

PROCESSES server placed within the fixed Internet and transmitting a data

Consider a transmitter and a receiver, exchanging packétsv to a mobile terminal (MT) connected through a wireless

through a noisy and fading wireless link. For the analysishannel to an Access Point (AP). In this case, fully reliable



ROSSlet al: SR ARQ DELAY STATISTICS ON N-STATE MARKOV CHANNELS WITH NON-INSTANTANEOUS FEEDBACK 3

ARQ can be exploited to promptly recover the errors over theatrix is P. The number of states has been expandel te
wireless link. If the packet error rate on the wired portiod:S. If the forward and backward channel hayando error-
of the network is reasonably low and the buffer at the Afee states ovefz and .S respectively, it is straightforward to
properly dimensioned, TCP can be transmitted from the sery@pve that the number of good states of the resulting DTMC is
to the MT without significant degradation and, in most casesg. In Subsection VI-A we will show that in practical cases,
by filling the wireless channel pipe [15]. If these conditiongstead of following the exact approach presented above (i.e.,
are verified, the wireless channel is filled by TCP packeby means of the Kronecker product between matrices), it is
and the ARQ buffer is never emptied. However, note that tip@ssible to account for the feedback channel by just increasing
hypothesis of Heavy Traffic can be relaxed and hence ttiee forward channel error rate.
analysis generalized by following an approach as in [5], if The channel model presented above (including the ex-
needed. tension for erroneous feedback) comprises, as a particular
case, the widely used [10], [17K-state model wherg =
I1l. CHANNEL MODEL {0,1,..., K — 1} is the set of the states and farj € S, ¢; €

. . ' . 0,1] is the PDU error rate in state i.e., a PDU transmitted
Consider an N-State Discrete Time Markov Chain (DTMCI[N } .

. hen the channel is in statés erroneous with probability;,
Wher_e th? slot duration corresponds to the ARQ packet tra'\}ﬁiereastij is the transition probability from stateto state
mrllssmn time. \iVe accour;t here for a:jgeneral h¢ark0v mli)dell This last Markov Chain is completely specified by the pair
where stateg), 1,...,v—1 correspond to error—free pac e{T,E), whereT = {t};; is the transition probability matrix

tlransmlssmn, whereas the rerr_]alnlr::g StMﬁS+ 1, 'H"N ~ and& = (¢) is the state error probability vector. The model
mean erroneous transmission. Formally, each state g oqivalent to considering’ = 2K states (withy = K) in

{0,1,...,N—1}is associatgd with a packet'error probgbilit){g, —{0,1,...0-1=K - 1Lv=K,...,N — 1}, where
Peln] = uln — v], whereu[] is the unit step, i.ey[n] =1 1f 0 yransition probabilitiep,;, 0 < i,5 < N — 1 are derived
n is greater than or equal 1 andu[n] = 0 otherwise. The _¢Jiows:
model is fully described by thé&V x N transition probability
matrix P = {p};;, wherep,; is the probability that the state )ty —¢) je{0,1,.... K -1}
in the next slot isj given that the state in the current slot is E tey€y je{K,K+1,...,N -1}
2.

This formulation can include the case of erroneous feedba¢kere © = i — Kuli — K|, y = j — Ku[j — K|, 0 <
channel as well. For instance, assume that the forward ahd/ < K — 1. Moreover, note that in the extended model
reverse channel are characterized by means of two independé@ies{0, 1,..., K — 1} are error free, i.e., a PDU is always

DTMCs. LetF = {f},; andR = {r},; be the related channeltransmitted correctly in these states, whereas in stafes
transition matrices withG = g+ 1 and S = s + 1 states, throughN —1 PDUs are always transmitted erroneously.

©)

respectively. Formally: This procedure will be extensively used throughout the
paper, in particular we will derive a Markov representation of a
Joo -+ fog Too -+ Tos Rayleigh fading channel witk( states, each of them with error
F= s : , R= oo probability ¢;, and this will be extended to aN-State Markov
foo o fag Feo o0 Tas chain as explained above. This latter Markov chain will be

(1) used to track the ARQ layer packet delivery process. Hence,
Hence, the whole channel state can be represented by joinRygiointly considering the two contributions of this paper, i.e.,
the state of both forward and reverse channel. By considerifirkov models of fading channels and analysis of the SR—
each possible combination of states, we can defiféxa N ARQ delivery delay for Markov channels, we will be able to

matrix P, with N = n + 1 = GS states: obtain the delivery delay statistics directly from the physical
channels parameters. This will also lead in Subsection VI-B
Poo =+ Pon to discuss the appropriate number of states of the involved
P = o =F ® R= Markov chains.
Pno " Pnn

fooroo -+ fooTos fogToo -+ fogTos IV. COMPUTATION OF THEDELIVERY DELAY STATISTICS
) ~ IN AN N-STATE MARKOV CHANNEL

Computing the delivery delay statistics for a single reference
PDU, called in the sequdiagged PDU transmitted using
) ) Selective Repeat ARQ, can be done by tracking the successful
- : : @ reception of the tagged PDU, as well as all PDUs with lower
identifier. In fact, PDUs are always releasiedorder to the
Jg0m00 +++ fgoTos JagTo0 =+ fggTos upper layers.

: . : o : First of all, suppose the tagged PDU is transmitted for the
first time in slott = m. It can be proven that this implies
that all previous PDUs (i.e., those with smaller identifier),
where() is the Kronecker product between matrices [16]. Thexcluding at most then — 1 PDUs transmitted in slotd
channel can then be modeled by a DTMC, whose transititimoughm—1, have been successfully received, and that in slot

fOOTSO e fOOrss ngrsO o ngrss

ngTSO te ngTss fggrso fggrss
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0 a successful transmission occurred (otherwise insslave which slots are yet to be resolved. To simplify the notation,
would have a retransmission). Hence, the delivery delay of thhethe sequel we represent the bitmhpas the integet =
tagged PDU equals the time required for the correct recepti‘@}”z’o2 b;27. Instead, the status of the current slot, i.e., slot
of all packets in then-sized window comprising slots from ¢, iIs not depicted by a simple binary variable, since in this
to m, which will be calledfundamental windoydue to its key case also the channel state has to be tracked. This is the only
role in the analysis. The formal proof of this statement canformation corresponding to a channel state required in the
be found in [9], where an algorithm to evaluate the resoluticanalysis, as the Markovian nature of the channel allows to
time of the entire fundamental window is presented for thignore the channel state in slats m+1,t—m+2,...,t—1
Two-State Markov model. Here, we extend this method to tlemce it is known in slot. To represent this last information,
more general N-State case, as outlined below. we associate to the last PDU a variablewhich has2N — v
Before proceeding with the analysis, note that due to tlp@ssible values. In fact, there are three main cases:
finite round-trip time, there is a constant time gap betweeni) the channel is good, which implies that the slot is
the transmission of a PDU and its arrival at receiver’s side. resolved (it does not matter in this case if the slot was
Let us call this value.. It is straightforward to see that, already resolved, or it is resolved exactly now). This
being just a constant term approximately equaht@2, can possibility comprisess states, wheres is the number
be neglected for the analysis in order to simplify the notation. of error-free states of the Markov channel.
Hence, in the following we will consider the statistics as theii) the channel is bad, but the slot was resolved in a previous
probability P,[k] that the delivery delay equalsslots plus the transmission. There ar® — v possibilities to be in this
constantt.. We will often omit this by speaking, for the sake states, one for each erroneous state of the channel.
of simplicity, of a delay equal t& slots, even though the full iii) the channel is bad and the slot remains unresolved as was
delay must always include also the additional constant term before. As the previous one, this comprigés- v cases.
equal tot.. Thereforew has a value in the rangg8,1,...,v—1} in case
Consider now the first transmission of the fundamental wif), {v,v+1,..., N—1}in caseii),{N,N+1,...,2N—-v—1}
dow. Some of the PDUs transmitted during sl®t2,...,m in case iii), so thatv is equal to the channel state in cases i)
are correctly received. In this case, we denote the correspoade ii), whereas for case iii) the value ofequals the channel
ing slots ageesolved to indicate that such PDUs do not needtate augmented by — v.
to be retransmitted. In other words, a resolved slot containsConsider now the random process(t) = (i(t),w(t))
a PDU which does not block the release of the tagged onehich jointly tracks slot-by-slot the Markov channel evolution
If a slot ¢ is resolved, all slots + xm, with x a positive and the status of the: latest slots. According to the above
integer, can be marked as resolved. In fact, they correspatefinitions and discussion, this process is a Markov chain.
to the transmission of a PDU with higher id than the taggdd general, each state ha%t possible values, where\
one, and therefore can be ignored for the delivery analysgkepends on the structure &f (t) = (i(¢),w(t)). Sincei(t)
On the other hand, if the transmission in the fundamentedn assum&™~! possible values (remember thit) has a
window is erroneous, we denote the corresponding glotbinary representation with: — 1 digits) andw(t) belongs to
as unresolved Such a label means that this slot preventf, 1,...,2N—v—1}, we have thatm{ = (2N —v)-2m~1. Ac-
the tagged PDU from being released, and thaslots later, cording to this description, the resolution of the fundamental
i.e., in slotj + m, a retransmission will take place. If thewindow corresponds to the first transition of the Markov chain
retransmission is successful, the corresponding slot, and aks@) through one of the staté$, 0), (0,1), (0,2),...(0, N —
every slotj + xm, with s positive integer, will be marked 1). In fact, them — 1 past PDUs are resolvedif= 0 and the
as resolved. Otherwisg,+ m is also marked as unresolvedcurrent one is resolved ifh < N. In other words, we must
and the procedure is repeated. Therefore, the tagged PDUdsount for every combination of the fully resolved window
released after theuth slot of a sequence of consecutive slotwith any channel state.
marked as resolved, i.e., when the last unresolved slot becomels order to determine the possible transitions and the
resolved. corresponding transition probabilities, assume the values of
To show the behavior of the algorithm, consider this simple = (by,b1,...,b,,—2) andw at timet are known. At time
example. Ifm = 3 and the channel starts from a good state+ 1 the new valuesh’ and w’ of these variables depend
and then is alternatively bad or good, the algorithm ends @m b, w and, due to the Markov nature of the channel, on
slot 5 after the following outcomel=resolved2=unresolved, the channel state at time+ 1, calledy, 0 < y < N — 1.
3=resolved,4=resolved (despite the channel error, as it wds particular,b’ is a clocked version ob into the past, i.e.,
previously marked)y=resolved, and every further slot is alsqby, b}, ...,b,_3,b0,_5) = (b1,ba,...,bm_2, f(w)). The last
resolved. bit of b’, which depends also o, is f(w) =1if w > N
Since this algorithm requires to check whether a sequenarrent slot at time was still unresolved), ang'(w) = 0
of m resolved slots occurs, it can be applied by tracking thew < N. More compactlyp!, , = f(w) = u[w — N]. For
resolved/unresolved status of the— 1 most recent past slots, what concerns/, if by = 0 the corresponding slot has already
which at timet are slotst —m +1,t —m+2,...,t— 1. We been resolved, and thereforg¢ = y, i.e.,0 < ' < N -1
carry this information with a vector of binary variables for according to the channel stageat time¢ + 1. On the other
j=01,...,m—2, sothath; = 1 ifslot t —m+ 1+ 3 hand, ifby = 1, the slot is still unresolved at timg and
is still unresolved, and; = 0 otherwise. In this way we therefore we havé < ' < v —1 if the channel at time + 1
obtain a string of bits denoted by that keeps memory of is good (slot is resolved at this time) and< w’ < 2N—-v—1
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otherwise (slot remains unresolved). In the former case, itds 1 according to the channel state being good or bad. If
againw’ = y, whereas in the lattet’ = y + N — v. Note we consider the binary-wise representation @§, which we
that given X (¢) there are onlyN possible destinations for have already nameb, and assume tha# is a sequence of
X(t + 1), since the shift of the bitmap is deterministic andalues in{0,1,...,N — 1} representing the evolution of the
the only random variable ig which can assumév values. channel from slotl to slot m — 1, it is easy to recognize
Formally, the transition probabilities fro, w) to (i',w’) are: thatb = 7(3). In other words, the functior(-) is used to

. if i is even (i.e.hy = 0), then: translate the information regarding the channel state in slots
1 throughm — 1 (IV possible values) into the corresponding
PX(t+1) = (@")X(t) = (i,w)] resolved/unresolved status (two possible values).
pay I & = [%] +ufw — NJ2m72, To evaluate the value ab(m) instead, we have to keep

_ r=w— (N —v)ujw— NJ, ) in mind that the channel in sldi is bound to be error-free.
o o =y,y=0,1,...,N -1 Hence,II is computed as follows:
0 otherwise o ifwe{0,1,....v—1}U{N,N+1,...,2N —v—1}
« if 4 is odd (i.e.,by = 1), then: iy m—2
v ) H(i,uJ) = Z ? Z Pzp, { H pﬁjlﬁj:|pﬁng (7)
PIX(t+1) = (@,w)X() = (iw)] 2=0 "7 geg, j=0
Pxy if Z”:L%J{-u[w—N]Qm_Q, . ifu}E{V,V—i—l,...,N—l}:
x=w— (N —v)ujw— N,
= o =y+(N—-vuly—v], (5) Il;.) =0 (8)

y=0,1,....,N—1

v—1
0 otherwise where Sy = > _gmj, g = w — (N — v)ulw — N] and

G ={BeIy ':7(B)=b}andr,, > {0,1,...,N—1}
where the use of’ = y+ (N —v)u[w — N] in the latter case is the Markov Channel steady state probability of state
means that a good channel< y < v — 1 leads tow’ = y These equations simply track all possible combinations of
whereas a bad channek y < N—1leads tav’ = y+N—v, initial state at timed (which is constrained to be good, hence
N < w < 2N —v —1, i.e., a situation of bad channel andbetween0 and v — 1) and evolution of the channel during
unresolved slot. According to the above rules, the transitidhe fundamental window, represented by the vegidwhich
probability matrix can be built, which will have onli non- must satisfyr(3) = b). Also, note that it is impossible to

Zero entries per row. havew(m) € {v,v+1,...,N — 1} since it corresponds to
In order to find the delay statistics, we proceed as followbave a resolved slot but an erroneous channel attim8ince

First of all, let us define an appropriate function slotm corresponds to thérst instance of transmission for the

- S tagged PDU, the only possibilities are that the slot is either
Iy — {01} resolved or unresolved according to the channel state.
7(8) =7(6o, 51, -, Pm—2) = (do,d1,-..,dm—2) In this way, the starting state is determined. For a slot
st. d; = ulf;—v] t > m instead the evolution is more complicated, since it
¥i = 01...m—2 (6) depends on previous states also. For example, a slot can

be resolved even if the channel is in an erroneous state,
whereZy = {0,1,2,..., N — 1}. The meaning of-(-) is to hencei(t) no longer corresponds to the channel state only.
transform vectors ) of baseN digits into binary digits so However, by exploiting Markovian behavior of the system,
that the output digit i9) if the input digit is less tham, and since(i(m),w(m)) is known we can evaluatg(t), w(t)) also
1 otherwise. That is, if3 = (3o, 31, - -, Bm—2) contains the for ¢ >m by recursively applying Egs. (4) and (5). This can
Markov channel states?{ € {0,1,2,...,N —1}) in m — 1 be done in a compact way as follows.
consecutive slots, each element df= (dy,dy, ..., dy_2) Let eg = [(io,wo) (i1,w1) -+ (im,wm)]” be a column
is a binary digit equal ta0 for a slot where a successfulM-sized vector of all zeros except for the entries correspond-
transmission has occurred (good channel), wheréas= ing to states(i,w) € {(0,0),(0,1),...,(0,N — 1)}, that are
1 corresponds to an erroneous transmission in glg¢bad equal tol. According to the previous reasoning, these are the
channel state). only states where the fundamental window is resolve@ I§

Let IT = [I, II; --- IIx]” be a column vector whose the transition matrix of the Markov chail (¢), we determine:
M = (2N —v)-2m~1 scalar entries represent the probabilities
that the system starts in a given state. Téligrting stateis Pclk] = Od"ey, k>0. )
defined as the system state at time- m, when the tagged

packet is assumed to be transmitted, and can be decomposesl (1 is the probability that the delivery delay is less than
in the evaluation of(m) andw(m). . or equal tok slots plus the propagation delay (which
It is easy to see that the former, which corresponds to th%wever, being just a constant term, can be neglected as

resolved/unresolved status for all the slotshroughm — 1, previously discussed). Finally, the delivery delay statistics
only depends on the channel evolution. In fact, every slot ¢f [k] is determined as:

the fundamental window is marked according to the channeff
state only. Thus, the function(-) can be applied to the vector
of channel states during the fundamental window, giving Fal0] = Pc[0], Pulk] = Pc[k] — Pc[k —1] Vk>0. (10)
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V. DERIVATION OF THE N-STATE MARKOV MODEL 1 ‘ \ o —ob
In this section we discuss possible procedures to derive | !
an N-State Markov model of a Rayleigh fading channel, o8} .
including both known and original proposals. In fact, several z
techniques to deal with this problem have been presented irE ol |
previous research (see [10]-[12], among others). Here, the2 - state0 N\ 23 ;4 stated (K1)
simple method of [10] is considered first. Later on, in order tc § T, o\ i in, T
gain some understanding on the impact of the selected method; 04 1
we propose a new approach which takes into account the shap@
of the packet error probability function. This is done with the | i
aim of using a given number of Markov channel stat¥3 (n
an efficient way, i.e., in order to better describe the packet error \ Yg_1=0.01
behavior at the ARQ layer. Since the scope of this geqtion it 0 0 o 4 6 5 1‘0 1‘2 14
mainly to validate the analysis presented above, we limit here ¥
our investigation to these two techniques. In spite of their
simplicity, these methods are effective and lead to an accur&i@ 1. SNR partition method: example féf = 6.
description of the ARQ delay statistics.
Consider the transmission system introduced in Section Il : 1
and letI" denote the received signal to noise ratio (SNR). The | | | |
pdf of T" is exponential as follows [10]: ‘r ‘

1 e

pr(’Y) = %6_7/707 720 (11) \ \\\\‘P\%Ldr\e;gor /

whereyy = E[I']. Let0 =Ty <1 < -+ <Tg_1 <Tkx =

+00 be K + 1 thresholds for the SNR. The Rayleigh channell 1 e -

is said to be in state = 0,1, ..., K — 1 if the received SNR o Ty T SNR

is in the intervall';,T',+1). Moreover, associated with each

statex there is an error probability, that is the PDU error Fig. 2. Graphical representation of the novel SNR partition method.

rate experienced in state We defineF () as the function . ) .

mapping the instantaneous SNR leveinto the conditional and smaller tharx,, respectively. At this point, we use
PDU error probability. Once the threshold levels are chosen € remainingi’ — 2 states to characterize the SNR interval
every state, the PDU error rate in the generic statefound as between’; andl'x_y, i.e., where the PDU error rate is in the
€, = (fFFxﬂ F()pr(7)dy) /6., whereb, is the steady state ran.ge[él,éK_l}. The remammgK—chreﬁtholds ar?rchosen to
probability to be in stater. In this work we assume a/4- Salisfys = (1—0o—0x 1)/ (K —2) = e~ Te/70 —e~Terr/oo,
DQPSK modulation scheme [11], i.e., the bit error probabiligh 9raphical representation of this procedure is reported in
can be approximated agy) ~ (4/3)erfc(\/7). F(7) is then ig. 1. In practice, with our novel method, thresholtsand
derived asl — (1 —=(7))*, whereL is the ARQ packet length T'x_1 are moved according to the shape of the error proba-

expressed in bits The steady state probabiligy, is computed bility fu_nction, thereby reducing the space between them. The
as: remainingK — 2 states are used to map the rarBe, I'x_1)

r with a finer partitioning, so that we have a higher number of
0, = / o pr(7) dy = e Ta/70 _ o=Tat1/%0 (12) equivalent states tracking this interval with respect to previous
r techniques (see Fig. 2). In other words, we concentrate the

K-2 states

x

The simplest approach for choosing the SNR thresholds [1% R qg_antiza;ion on the most critical part in terms of error
is to considerd, — 1/K,Va = 0,..., K — 1. In this case probability. This is the reason of the good performance that

the threshold levels can be easily estimated by recursivgv)i)l be shown later on in Subsection VI-B. .
applying Eq. (12), given thaf, is known. However, this Once the thresholds have been computed, the transition

procedure leads to a rough estimation of the underlying fadiRgPPaPilities are derived as in [12] according to:

process (see [11], [12]). For this reason, we consider here an Civ1 (Ciat ( Vdr1d
improved threshold selection criterion. We first choose two P SRS Jrypa (11, 72, p)dradry
numbers,f; and £x_1 so that/; is close tol and {x_1 7 0;

. - drirg 20,2

is close to zero. Then we choose the firBt{)(and the last Frira(r1,72,p) = 172 —(ri+ 2>/x10(2prlr2/)\) (13)

(Cx—1) unknown thresholds such thay = F1(¢;) and

Fkg_1 = F1(lg_1). Oncel'; and T'x_; are known,dy . o .
and 0x_, can be evaluated tl)y Eq. (12). In this procedur\fé’hereg = VLi/70, fRir, (11, 72, p) i the bivariate Rayleigh

we assign first the state® and K — 1 to the SNR levels joint pdf [12], A = 1 — p, p = Jo(2m[aT}) is the corelation
. . of two samples of the underlying Gaussian process that are
corresponding to a PDU error rate that is larger than spaced byT, seconds,f, is the Doppler frequencyl, is

IMore complicated expressions could be used to account for the usetlaf3 ARQ PD_U transmission quatiodg)(~) and IO_(') are the )
error correction codes. Bessel function and the modified Bessel function of the first
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kind and order zero. 26 id, 5= 001 =

By using this method, a Markov Chain specified (W, &) o4l b=156=001 = y
can be derived, wher® = {t};;, £ = () with i,j = b="1% ?‘28'1 """ o
0,1,...,K — 1. To evaluate the delivery delay with the 22+t iid,‘sf=0:3———e—— T
theoreucal procedure described in Section IV, it is necessa\)% | b=15=03 = e 1
to transform this Markov chain into a modified version with =,
states. This can be done by following the approach explamec;; 18} @ o ,
in Section Ill, in particular by considering Eqg. (3) which ¢ Z(
relates(T,£) to a N x N matrix P, where each of the¢ & 167 g 1
intervals is mapped int states, one error-free and one always  ; , | i |
erroneous. Thus, the number of error-free statés equal to
K (and so is the number of erroneous states), Ne= 2K. 1.2+ o .
The matrix P obtained in this way is finally used to derive ‘ ‘ ‘ ‘
the ARQ delay statistics as in Section IV. 0 0.2 0.4 0.6 0.8 1

p=¢g,/¢&f

VI. RESULTS ANDDISCUSSIONS

In this section, we report some examples for the deliveﬁ'/g' 3. Mean delivery delay ratio vs /= (m = 6).

delay statistics and we discuss the goodness of a Markcv

channel model in the approximation of the ARQ packet iid, 7= 0.01 —s—

delay statistics in a Rayleigh fading channel. In the following b= 1i%€f8 ==0601 T )

Subsection VI-A, some examples for the link layer delivery 3F p= 15”8;= 01 s A

delay statistics with erroneous feedback and over a fadm@ iid, g7 = 0.3 -—-o-- ’

channel are reported first. Later on, in Subsection VI-B, the“ b=15£=03 - SO
25¢ .

accuracy of the Markov modeling approach will be dlscussed“j 5 e 4

considering the effect of the Doppler frequentyand of the 5 T e

number of Markov channel states. > 20 S - ;

3 ) ify'/' q. =%
A. Results for the Delay Statistics over an N-State Markov 4 .| » e |
Channel e
First of all, we present some results showing the impact o
of erroneous feedback channel, introduced in Section Ill. We ' 0.2 04 06 0.8 1
consider two independent DTMCs for forward and reverse p=¢,/ &

channel. For the sake of simplicity, we account for two

states only (good and bad channel) in both DTMC5 £  Fig. 4. Delivery delay variance ratio Vs, /c; (m = 6).

S = 2). Hence, the number of states of the DTMC for the

whole channel, described by the matixis four, according of the ratioe, /= the mean delay in the presence of feedback

to the analysis in Section Ill. We refer to; and ¢, as errors (Fig. 3) is approximately increased by a factos

the steady-state error probabilities of forward and reverge(i.e., the normalized delay is approximately linear dj

channel, respectively. Formally,, = fo1/(fo1 + fi0) and which means that the effect of the reverse channel impairments

e, = r01/(r01 +710). Now, to completely specify the channelcan be translated on the forward channel by considering an

matrices it is sufficient to define the average error burst lengtuivalent steady state error probabitity= & ;+,.. The lower

that can be computed dg f1o and1/ry, for the forward and ¢, the better the approximation. A similar phenomenon holds

reverse channel, respectively. The resulting mafikas one also for the variance metric (Fig. 4), even though there is a

good state ¥ = 1, i.e., both forward and feedback channelslightly larger discrepancy between the curves and the linear

are error-free) and three bad states (either forward or feedb&ehavior inp.

channel, or both, are bad). The analysis in Section IV can

therefore be applied to this channel matrix to obtain the delayA general conclusion which holds for many cases of interest

statistics in the erroneous feedback case. In the following, w&e that the effect of an erroneous reverse channel can be

will consider two cases, aiid channel, where the burst lengthsimply accounted for by increasing the forward channel error

is derived asl/(1 —ey) and1/(1 — ), for the forward and probability. This approximation is good when < ¢, which

reverse channel, respectively, and a bursty channel, withisareasonable in realistic cases as usually acknowledgement

given burst length (equal tol5 in the reported results) which packets are significantly shorter than data packets, resulting

is the same for both channels. in a lower packet error rate. Moreover, in force of their
In Figs. 3 and 4, we consider different valuessgfand plot smaller size, they can be more easily protected by means of

the mean value and variance of the delivery delay, as a functiBEC techniques. For these reasons, the results discussed ir

of p = ¢, /es. In these figures, both mean and variance hatee following will consider always error-free ACK/NACKSs,

been normalized to the case of no feedback errors and then though they can be promptly extended as discussed in

round trip time ism = 6. It is emphasized that for low valuesSection Ill to the erroneous feedback channel case.



8 IEEE TRANSACTIONS ON WIRELESS COMMUNICATIONS, VOL. 5, NO. 5, MAY 2006

T
simulation

simﬁlation Y
6, = 1/K —-o——- N=4 o
10! our method ~——+— | 107" . =6 o
o N=10 -2
® 2 © ﬂuu\ooo S
102 e 107l o oot
2 S e W G st
oot 2] 1073 gt SRR et
R Ry < ANSAT A A A
& 7 . o o 4 009 booooo M
S G VOV e B 10 SR Ly
10 SET S S A A -
5()@990 ¢ [ L’ -5 000000 Y
10 R,
A 000000 boooogq
-5 oo \uuuuml\
10 o 108 ooece .
‘&)6999(9\ 000000
10 : 107 boocen
0 0 20 30 40 50 60 70 80 0 10 20 30 40 50 60 70 80
k k

Fig. 5.  Delivery delay statistics: comparison between Markov Channglg. 7. Delivery delay statistics: comparison between Markov Channel
analysis and Rayleigh channel simulation with= 360 bits, bit rate1024  analysis derived from the uniform SNR partitioning methéd & 1/K) and
Kbps, fq4 = 10 Hz, f4T) = 0.00343, m =6, N = 6. Rayleigh channel simulation as a functionkoby varying N and considering

L = 360 bits, bit rate1024 Kbps, f4 = 10 Hz, m = 6.

1
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Fig. 6'- Delivery ‘delay statistic_s: comparison betwe_en Markov Chann'glg. 8. Delivery delay statistics: comparison between Markov Channel
analysis and Rayleigh channel simulation with= 360 bits, bit rate1024 . - ok :
Kbps, f4 = 100 Hz, f4T, = 0.03433, m = 6, N = 6. a_naIyS|§ derived from our SNR partitioning metho_d a_nd Rayleigh ‘channel
simulation as a function ok by varying N and considering. = 360 bits,
bit rate 1024 Kbps, f4 = 10 Hz, m = 6.
We focus now on the second contribution of the paper, i.e.,
Markov modeling of Rayleigh fading channels. In Figs. Rayleigh channel are very small in spite of the substantial gaps
and 6, we report the delivery delay statistics consideringhserved in the autocorrelation function [12]. This supports the
fa =10 Hz and f; = 100 Hz, respectively. In both graphs,yvalidity of the Markov approach and also allows us to infer
the statistics obtained by simulation is compared against #it not all the physical properties of the underlying channel
two threshold selection methods, i.e., the equal probabilifgave to be taken into account in order to accurately model
method ¢, = 1/K) presented in [10] and the novel proceduraRQ protocol performance.
presented in the previous Section. It shall be observed thain Figs. 7 and 8 we report some curves to qualitatively
our model better succeeds in approximating the real behavigikcusé the dependence on the number of states of the Markov
However, a Markov approximation of the actual channel errgfiodel, N. In more detail, Fig. 7 shows the uniform SNR
process is, in general, not able to perfectly match the rq@drtitioning, whereas in Fig. 8 our novel approach is reported.
statistics. This is, indeed, a limitation of the Markov mOdqtor low values ofN, the fit between simulation and ana|ysis
that, even when a large number of states is considered, dggBstantially improves by increasing the number of states.
not perfectly fit the actual fading process statistics. Howeveqowever, this trend does not hold indefinitely. In the uniform
it is worth noting that fading is a complex process that we arflethod, N = 10 is emphasized as a better choice than
trying to approximate using a relatively simple model. In thifpwer values, but in our approach whévi > 6 no further
view, our approach leads to statistics that are reasonably C|@@]ificant improvements are observed, since the mode”ng
to the real behavior. We also shall observe that the differenggscomes better in the first few rounds but slightly worse
in the delay performance between Markov modeling and actual
2A quantitative comparison is reported in Section VI-B.
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elsewhere. In general, our method exhibits good performarice 1

with a lower value ofN than uniform partitioning. However, x\ fq= 10 Hz R ;d:;8 Ei

as N increases both methods do not improve that much and . ) f.= 100 Hz . f:=40 Hz

also the advantage in using our approach vanishes. Thus, our 4 » fy=60Hz

proposal appears to be suitable to derive good results with low 0 * fg=100Hz
. E Gilbert=Elliot

values of N (low-complexity models). '™ model (N=4)

To have a large number of states is inefficient from the com== increasing fo

putational point-of-view and also seems to fail to accuratelyge 100K

model the channel beyond a certain limit. In order to obtainy T ,

better results within a Markov model it would be interesting to  0-01 e S

investigate how the statistics improves considering a radically \\ T

different approach to derive the Markov chain. For instance, fy=10 Hz

in [18] the authors considered the fading derivative as an

additional dimension for this purpose. In that paper, they g.001

proved that this method can better reproduce the oscillatory 0 10 20 30 40

behavior of the autocorrelation function. In [19] some results N

are reported concerning the mean throughput value of the SR— ‘ _ o _

ARQ protocol. Further investigations on how these techniquEl: - Kullback Leibler distance between the distributions obtained by
. ) L. simulation (P™[k]) and analysis B "[k]) using our SNR partitioning

can improve the ARQ delivery statistics are left for futur@pproach as“a function of the number of stafés for different Doppler

research. frequenciesf,.
1

B. On the Accuracy of Link Layer Statistics Obtained by
means of the Markov Modeling Approach ’\e\e\ﬁ\ﬁ\‘

In this subsection, we present some results on the accuracy | >\"\es\6\€
of the delay statistics derived in Section V. We refer here S G
to P§"[k] as the statistics derived analytically, i.e., to tha, §-._ A
distribution derived by means of the Markov modeling apfém e N
proach, whereas we refer 19;*[k] as the delay distribution, & " | B e I oy
which has been directly measured by simulating the SRa ; A A
ARQ algorithm discussed in Section Il over a Rayleigh fading ° A i A A 4
channel. To introduce Rayleigh fading behavior we use the )
well-known Jakes model [20]. N e

In order to weigh the difference between these two statistics, %:g """ o
we consider here the Kullback Leibler distance (see [21], 0.01 : :
p.18). The Kullback Leibler distancd(p || ¢) between 1o 20 30 40 50f 60 7080 90 100

d

two generic distribution®[n] and ¢[n| is a measure of the
inefficiency of a_ssgmmg that the exact dIStl’Iputlon qlbz} Fig. 10.  Kullback Leibler distance between the distributions obtained
when the true distribution ig[n]. For example, if we Knew " sim(iation @S™k]) and analysis P7k]) using the uniform SNR
the real distribution of the random variablg[#]), then we partitioning approaché. = 1/K) as a function of the Doppler frequency
could construct a code with average lenditip) (where H  Ja. for different values ofN.

is the entropy associated to the distributiphp If, instead, . .

we used the code to describe the approximate distributibp= 0-9 to derive the caseV = 4, which corresponds to a
qln], we would needH (p) + D(p || ¢) bits on average to classic Gilbert-Elliot chgnnel model. Thefiix_; = 0.01 is
describe the random variable. The Kullback Leibler distan@ded for the cases with” > 6. Several curves are plotted

arises as an expected logarithm of the likelihood ratio of tf{8" &ll these values ofV by considering different Doppler
two distributions: frequencies. It is interesting to observe that the distance metric

has a minimum, i.e., an optimal number of states for the
D(p | q) = Z p[n] log M (14) construction of the Markov chain exists. Moreover, in all cases
e q[n] we considered, this optimal number of states is upper bounded
where A is the (common) domain set of the distributiorﬁy 10. Hence, with our method, more t.hzm states do nqt .
elp to increase the accuracy of the estimated delay statistics.

functions. It is clear that the independent error assumption provides poor
Fig. 9 reports the distance between the two diStribUtiorr‘t‘g‘sults even at high Igo ler frequencies pThe ?Bilbert EIFI)iot
P9 (k] and P5"™[k] as a function of the number of stat®é ’ g bp d :

. : i I ntially improv h rforman f the i.i.d.
used to build the Markov chain, whereas in Figs. 10 and HOde substantially improves the periormance o the . d
: . model by about one order of magnitude. However, especially
we plot on thex-axis the Doppler frequencyf{). In Fig. 9
X s for correlated channelsf{ = 10 Hz), the accuracy of the 4-
we consider the i.i.d. case, taken as a reference value, L - : .
. . sfate model is still worse than the precision achievable with
assuming a constant error probability, regardless of the st

of the Markov chain. Our partitioning approach is used wit =6
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1 However, the match between these distributions can not be
made arbitrarily good by increasing the number of states due
to inherent limitations of Markov channel modeling. Further,
the independent error model has been confirmed to be a poor
approximation for the delay statistics over a Rayleigh fading
channel, even for large values of the Doppler frequency. In-
stead, the approximation introduced by the Markov modeling
- approach is satisfactory when the number of states is larger

— than6 and the appropriate Signal-to-Noise Ratio partitioning

) method is selected. To this end, we discussed and evaluatec
existing strategies and proposed a new method, which is
simpler than other techniques but is in general better capable

) . e

D(RF"IFF")

0.01 L L

R of modeling the underlying channel, by achieving in some
cases more satisfactory performance.
Finally, the delay analysis has been extended to the unreli-

able feedback case, by giving, also in this case, some useful

Fig. 11.  Kullback Leibler distance between the distributions obtainé
by simulation ¢ ™[k]) and analysis £ "[k]) using our SNR partitioning
approach as a function of the Doppler frequerfgy for different values of
- (1]
In Figs. 10 and 11, the distance metric is plotted as a func-
tion of f; reporting both SNR partitioning methods considered2]
in this paper, i.e., the equal probability method [10] and ou
novel improved proposal, respectively. Both approaches aﬁe
compared also to the independent error case. Again, we can
observe how the independent error assumption, where a sindfé
state is used to model the Rayleigh fading channel, fails
to accurately model the underlying channel behavior. Frorfs]
Fig. 10, it is also evident that the equal probability method
(0. = 1/K) provides a rough approximation for the delivery g
delay statistics wherv < 6. The problem, in such a case,
is that the SNR range is not partitioned taking into accou
the shape of the PDU error probability function (Fig. 1).
Our method, reported in Fig. 11, obtains better results for
N = 4,6. Already for N = 8, the two solutions are shown to (€]
be approximately equivalent. Moreover, the newly proposed
method does not further improve that much; henceforth, it if]
confirmed that it is useful to apply it with a low. From both
figures, two main cases of system operating conditions can g
highlighted, namely correlated (i.¢/y < 50) and uncorrelated
(fq > 50), for which the system performs differently. In mor
detail, an increase in the number of the states of the Mark
model is beneficial only in the former case, whereas it does not
lead to substantial improvements in the latter for the uniforfh?]
partitioning, and performs even worse for our method.

]

11
i

[13]

VIlI. CONCLUSIONS [14]

In this work two main contributions are presented. First of
all, an exact analysis to derive the delivery delay statistics pf]
SR ARQ packets in an N-State Markov Model is presented.
Secondly, this analysis is used to provide some results
the goodness of the Markov approximation of a Rayleig%
fading channel in terms of delay statistics. The accuracy B8]
the obtained statistics has been quantitatively evaluated and
the impact of the number of states considered for the Mark@g]
channel modeling has been discussed.

The obtained results show that the statistics obtained us't@g]
a Markov channel is reasonably close to the actual ones.

psights on the impact of ACK/NACK errors.
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