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Underwater sensor networks are a very interesting case of wireless communication in ex-

treme conditions. They exploit acoustic communication in the water and are nowadays

used in surveillance and monitoring applications. These networks present very challenging

aspects, such as low data rates and large delays, as well as the special propagation charac-

teristics of the underwater medium. We propose an integer-linear programming approach to

jointly optimize routing, link-scheduling and node placement in such a scenario. Account-

ing for these special aspects of underwater wireless communications leads to re-thinking

traditional approaches; this results in original solutions, which highlight novel directions

for further research in this area.

I. Introduction

Underwater sensor networks are an emerging topic

of research, coupling interesting application scenar-

ios with very challenging technical issues [1, 18].

The features of acoustic waves, which are the wire-

less communications technology of choice in under-

water networks, are so different from their RF coun-

terpart that the (by now well established) algorithms

and models that were proposed in the past few years

for wireless sensor networks [17, 20] are not suitable

for this new environment, and cannot be applied to it

without significant modifications or even a completely

new design. One of the main applications of underwa-

ter sensor networks is the surveillance and monitor-

ing of sea areas. Oceanic monitoring is used to detect

tectonic movements, incoming tsunamis, water pol-

lution, global warming, and many other phenomena

that are bound to affect our lives. Sensor networks for
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underwater monitoring can consist of water column

and/or seafloor sensors, possibly connected to moored

buoys providing connectivity back to the land. In gen-

eral, these sensors are expensive and therefore we ex-

pect to have networks formed by a limited number of

nodes, whose performance has to be optimized in or-

der to justify the high deployment costs.

The typical physical layer technology for underwa-

ter wireless sensor networks is acoustic communica-

tion. Acoustic waves travel in a way that depends on

the properties of the medium (i.e., the water). Unique

features of underwater sensor networks resulting from

the use of acoustic communications include low data

rates, high error rates, and large propagation delays,

making them related to delay-tolerant networks [2].

In studying routing and link scheduling problems in

such networks, models of static flows, i.e., with zero

link-transit times and fixed capacity, which are usu-

ally employed for terrestrial wireless networks, be-

come inadequate. Thus, we need to employ new mod-

els and algorithms, e.g., dynamic network flow mod-

els [11], since link-transit times in the underwater sce-

nario are large and can not be ignored as is usually

done in terrestrial radio communications. In this pa-

per, we consider a scenario where a sink node is in

charge of collecting all the information coming from

the sensors [13, 21]. We propose an optimization

model which jointly addresses both routing and link-

scheduling. We also assume that additional nodes can

be placed in order to relay the flows from the traffic-

generating sensors to the sink, which adds another de-



gree of freedom in order to improve the efficiency of

the solution.

In general, determining a feasible routing scheme

together with choices of powers, rates and overall

transmission schedule, is an interesting and challeng-

ing problem for wireless networks [9, 12]. In under-

water scenarios, this is even more difficult because

delay and interference properties pose additional and

more stringent constraints to an optimization model.

We aim at energy efficiency, which is frequently taken

as a goal for wireless networks [3, 13, 17]. In un-

derwater scenarios, having low energy consumption

is even more important since battery replacement or

re-charge for the sensors is very difficult. We there-

fore assume that minimizing the energy consumption

is the objective of our optimization, similarly to [4,

15]. However, the interference model in these pa-

pers is usually treated with drastically simplified ap-

proaches, which might be a problem when multiple

parallel transmissions are coordinated in a critical en-

vironment such as underwater networks. We aim at

improving this point by taking more realistic interfer-

ence aspects into consideration. The original contri-

bution of our analysis is the availability of optimal-

ity results, which can be used to implement practical

joint strategies for routing, scheduling and node place-

ment in relatively small underwater networks. Note

that typical underwater network deployments are not

as densely populated as terrestrial wireless sensor net-

works. For example, past projects dealing with the de-

velopment of underwater monitoring systems, such as

the Seaweb network for FRONT Oceanographic Sen-

sors [5], report the deployment of no more that 10-20

nodes. We therefore expect that our approach is suit-

able for network design in scenarios of this scale.

The rest of this paper is organized as follows: in

Section II we outline the unique characteristics of the

underwater scenario in terms of propagation of the

acoustic waves. In Section III we present our network

model. In Section IV we formulate the optimization

problem as an Integer Linear Program (ILP) and dis-

cuss how we can iteratively solve this and augment it

with new constraints in order to properly model the

effect of physical interference. Finally, in Section V

we present some performance evaluation results and

in Section VI we conclude.

II. Underwater Acoustic Propaga-
tion Model

Usually, optimization frameworks for wireless net-

works are applied on a graph representation of the

topology, obtained based on simple assumptions about

propagation. However, the attenuation of transmit-

ted signal power underwater does not match the most

common models of RF propagation. For this reason,

the derivation of the network topology for underwater

scenarios is itself a challenging issue. Indeed, accu-

rate evaluations of underwater propagation would re-

quire massive amounts of measurements. Moreover,

usual models for acoustic attenuation refer to a single

transmitter-receiver pair, and are not designed to be

employed in a network scenario where different links

coexist.

In order to obtain a viable but realistic model, able

to derive the network topology while at the same time

capturing the special characteristics of the underwa-

ter medium and therefore their impact on the schedule

design, we propose in this section a path loss model

description, obtained by directly applying underwater

acoustic physics in order to capture the most relevant

propagation phenomena. The model can be seen as an

extension of that reported in [19, pages 174–181], fol-

lowing the same line of thought but aiming at a more

accurate description for what concerns networking ap-

plications (in particular, co-existing links and interfer-

ence evaluation).

In underwater propagation, at close distances from

the transmitter, the acoustic energy spreads according

to a spherical geometry. When the distance is very

large, the spreading area becomes cylindrical. In be-

tween, there is a transition region with hybrid propa-

gation between spherical and cylindrical spreading.

Let us focus for the moment on horizontal propaga-

tion paths. For these links, we can describe the tran-

sitions of the geometry of the spreading area follow-

ing [19], where this aspect of the propagation scenario

is described by means of a characteristic length H ,

which is a value assigned a priori for the scenario. The

physical meaning of H is that the propagation is well

modeled as spherical or cylindrical for distances lower

than H or higher than 10H , respectively, whereas in

between it exhibits a hybrid behavior. For deep water

scenarios, H is very high (this practically means that

the propagation is always spherical). For shallow wa-

ter scenarios, H is empirically set: a rough estimate of

H can be obtained by dividing the water depth by 2. In
general, the deeper the water, the higher H . For non-

horizontal links, the reasoning of [19] can be repeated

by considering the projection of the link on a horizon-

tal plane. Note that, whereas [19] only considers sin-

gle links, we are interested in comparing all the links

present in the network, which have different propaga-

tion angles. For this reason, we extend this framework



by adding the propagation angle ϑ between the hori-

zontal plane and the propagation direction.

In addition to the propagation geometry, other fac-

tors impact on the path loss. Spreading of the sonic

waves is not the only cause of sound attenuation, there

is also absorption by the medium, generally modeled

with an additional loss which is exponential in linear

scale. Finally, an additional term called transmission

loss anomaly is introduced to take into account other

factors such as variations from the theoretical model

depending on water temperature, salinity, sea condi-

tions and so on.

To sum up, the path loss G(d) between a pair of

underwater acoustic transmitter and receiver placed d
meters apart is

G(d) = AS(d)e−αd (1)

where A is the transmission anomaly, α is an absorp-

tion coefficient and S(d) is the spreading loss. In the
following, we will set α = 2 · 10−4m−1, which gives

approximately an attenuation factor of 1 dB per kilo-

meter. The transmission anomaly term A has been

set equal to 1 for simplicity (indeed, this choice is

not very relevant in practice since the system is inter-

ference limited and therefore the path losses mostly

intervene in the optimization through ratios). These

choices simply follow from the application of clas-

sic underwater propagation models to typical scenar-

ios [19].

In this paper, we propose some modifications to the

path loss term S(d), in order to better capture net-

working issues. To model the aforementioned geo-

metrical aspects, S(d) should decrease proportionally
to d−2 for the case of spherical spreading and d−1

when the spreading area is cylindrical. In the inter-

mediate region, [19] proposes a behavior proportional

to d−1.5. This is a purely heuristic choice, which

might not be good for our purposes, since when com-

paring multiple links the transition between spread-

ing modalities should be as smooth as possible. For

this reason, we propose an alternative formula, which

gives a continuous first derivative to S(d) (which

means a smoother behavior) as a function of d. Specif-
ically, we take S(d) as equal to














d−2 if d cos ϑ ≤ H

d−2
(

d cos ϑ
H

)(log10

d cos ϑ
H )/2

if H <d cos ϑ≤ 10H

d−1H−1 cos ϑ
√

0.1 if d cos ϑ > 10H.

(2)

The definition of S(d) fully specifies the path loss
model. This can be used to evaluate where to place

the sensors in the network, as well as how to establish

the links, over which routing and scheduling will be

determined. These tasks will be performed through

the optimization framework introduced and solved in

the following.

Finally, links delay is another propagation aspect

which needs to be carefully accounted for in under-

water scenarios. In general, we should consider that

the speed of sound underwater is affected by pres-

sure and temperature changes [19]. In this paper we

neglect these effects and adopt a simpler approach,

where sound speed is considered constant. We set the

sound speed to 1531 m/s and calculate all delays ac-

cordingly. Note that we could have evaluated link de-

lays via a more elaborate approach: no change in the

model is needed provided that delays can be set a pri-

ori for all links. Note also that the impact of the vari-

ability of the sound speed in the considered scenario

(we consider links which span a few hundreds meters)

is very limited.

III. Network Model

We model the network via a directed graph G(V, E)
in a three-dimensional space modeling the underwater

environment. The nodes in V are candidate positions,

i.e., they represent points in the three-dimensional

space, where it is possible to place a sensor. The ac-

tual positions of the sensors will be decided by the

outcome of the optimization procedure. If we as-

sume that underwater sensors are attached to buoys or

placed in grids, it appears reasonable to assume their

placement as limited to a discrete number of possible

positions.

We assume that certain positions belonging to S ⊆
V generate a given amount of data which need to be

transmitted to a special node vt called the network

sink. For this reason, sensors must be mandatorily

placed in positions generating data. Obviously, also

the position of the network sink should be occupied

by a node. We assume that the data are grouped

into packets of identical size and, for any position

v ∈ V , we denote with sv the packet generation rate,

i.e., the number of packets to transmit to the sink in

one time period. We can therefore distinguish be-

tween positive generation rate positions, where data

are generated, and positions with sv = 0, which are

only introduced as candidates for relay placement.

Finally, vt has a negative generation rate equal to:

svt = −
∑

v∈V\{vt}
sv.

According to the propagation model defined in Sec-

tion II, we can evaluate the path loss between every

pair of nodes in V . From the evaluation of these gains,



the edges of E are derived as follows. We assume

that each node can choose among a fixed number of

transmit power levels. We denote the set of avail-

able power levels by Π. The maximum power level

is denoted by πmax. Let πT (u, v) denote the mini-

mum power level required for a reliable transmission

from node u to node v. For simplicity, in this paper
we assume that this term does not vary over time. Our

rationale still holds for cases where channel fluctua-

tions need to be taken into account, by adding rea-

sonable guard intervals. If for simplicity we assume

that all nodes are capable to correctly hear a transmis-

sion if the received power is above a value πmin, then

πT (u, v) = πmin/G(d(u, v)), where d(u, v) denotes
the distance between u and v and G(·) is the underwa-
ter propagation gain. In order to allow for the imple-

mentation of interference considerations in our model,

we add in E one directed edge e from u to v for each

power level π ∈ Π with πT (u, v) ≤ π ≤ πmax. We

denote with π(e) the power level associated with edge
e. We remark that in this way we obtain redundant

links between nodes. However, this is intentional,

since first of all this way of generating edges allows us

to account for a preliminary power control already in

the graph topology. Moreover, even though every link

between the same transmitter/receiver pair is identi-

cal for what concerns routing, it is not for the inter-

ference evaluation. This is a very important contri-

bution of our work, which differentiates it from other

studies dealing with network topologies modeled as a

graph [4, 9]. In general, those studies assume that only

one link exists between two nodes and that such link

exists iff the transmitter can reach the receiver with at

least one power level. However, with this approach

only very simplified interference models can be used.

This point will be further discussed later in this sec-

tion when dealing with interference issues.

We denote by ctx(e) and crx(e) the energy costs re-
quired for transmitting and receiving a packet on link

e, respectively. The cost ctx(e) should take into ac-

count the power required for a reliable transmission

over link e, since each link is associated with a cer-

tain power level of transmission. We do not include

fixed terms for, e.g., the energy required for listening

to the channel. One can assume, as in [15], that nodes

are synchronized and a node is awake only when it

is scheduled to send/receive a packet. Note that this

synchronization would not need to be very accurate,

as the involved data rates are not very high. In any

case, we minimize the energy consumption at each

node and these terms would be identical for all nodes.

We use Uout(v) and U in(v) to denote the sets of edges

directed out of and into node v, respectively. For a di-
rected edge e = (u, v), we say that the transmitter or
sender node u is the tail of e while the receiver node v
is the head of e.

Each edge e in E is also associated with a propa-

gation delay on the acoustic medium d(e). Since we
want to capture interference issues, we need to evalu-

ate the delays in the cases in which the transmission

is heard also by nodes who are not the intended re-

ceivers of that link. For this reason, we need to define

delays not only for the edges in E , but also for every
pair of different edges, where the delay D(f, e) be-
tween links f and e is actually the delay of the acous-
tic signal from the tail of link f to the head of link e.
Observe that, in general, D(f, e) 6= D(e, f), and in

every case in which a link g ∈ E exists between the

tail of link f and the head of link e, D(f, e) = d(g).
In particular, D(e, e) = d(e). We can think of collect-

ing all these delays in an |E| × |E| transmission-delay
matrix evaluated a priori.

For the scheduling, we will focus on periodic

scheduling of transmissions from the nodes. This

is a very easy way to obtain an efficient and scal-

able schedule, which is assumed to be periodically re-

peated. Another motivation for this assumption is that

sensor traffic for underwater monitoring is expected to

be highly periodic. We assume the period consists of

T slots, all equal in length. The fundamental period

is denoted by the set T = {0, 1, 2, . . . , T − 1}. Note
that time T does not belong to T , but it corresponds to
the first time instant after the end of the period. In one

period of time, each node v generates sv packets and

all these packets must be forwarded to the sink before

time T . Assuming that the collected data need to reach
the sink within T seconds is reasonable in the context

of monitoring applications where measurements are

periodically performed by the sensors and need to be

delivered to the sink. However, a similar optimization

framework can be introduced for different cases, e.g.,

where sensors collect different kinds of information

and therefore certain flows have a higher priority.

A work hypothesis we have is that all these packets

are already available at the beginning of each period.

Including also generation of packets within a period,

or variations in the packet generation rate, are reason-

ably easy extensions of our model which are left for

future investigation. Finally, we remark that this way

of treating the scheduling problem also gives a certain

level of delay guarantee since if a feasible schedule is

found, then all packets are surely delivered with a de-

lay lower than T slots. Note that while transmissions

occur at the exact time steps 0, 1, . . . , T − 1, recep-



tions can happen at any time. This is an important

and necessary feature of our model since links have

long delays which might not be integer multiples of

the length of the slot.

A very important aspect of our model is that of

interference. In the literature, most of the optimal-

ity frameworks for scheduling/routing problems focus

on the so-called protocol interference model [8, 10],

which relies on simplified assumptions based on the

behavior of the IEEE 802.11 Medium Access Con-

trol (MAC). This means that a necessary and sufficient

condition for the correct delivery of a packet is that

this is the only transmission which takes place in the

transmitter’s and receiver’s radio ranges. Basically,

this means that both hidden and exposed terminal

problems must be avoided. This leads to developing

nice and clean mathematical constraints, which are

however not suitable for the underwater scenario, for

several reasons. First of all, since we aim at designing

an optimized schedule which is inherently collision-

free, we do not need collision avoidance mechanisms

as per IEEE 802.11 MAC. 1 Moreover, the underwa-

ter propagation range can vary widely, as discussed

in Section II, and it is possible that excluding every

node within coverage would be too restrictive. For

example, consider networks where the nodes are very

close so as to form a clique: the protocol interference

model would not allow simultaneous transmissions in

this case, even though they might be physically possi-

ble, as will be discussed next. Last but not least, the

additive character of the interference is completely ig-

nored in this model.

Note that sometimes [8, 16], the protocol interfer-

ence model is also extended by considering a compat-

ibility graph between links, which interfere with each

other in a more general way. However, the relation-

ship is still binary, i.e., the additive behavior of the

interference is not considered at all.

In this paper, we aim at improving this description

by mixing the formulation of the protocol interference

model using a compatibility graph and also referring

to the concept of physical interference model as de-

scribed by [7]. We will therefore derive a compatibil-

ity relationship through links with a check on the re-

ceived Signal-to-Interference Ratio (SIR), to see if it

is above a given threshold for every received packet.

This is complicated in underwater scenarios by the

aforementioned property that packets are not received,

or perceived as interference by a receiver, at the same

1Note also that, because of long propagation delays, in our

scenario four-way handshaking would lead to sub-optimal perfor-

mance.

time at which they are transmitted.

For the sake of implementation simplicity, we take

a two-step approach. First, we impose that for the

correct reception at node v from a link e, all other
transmissions which might interfere must be silent if

they are marked as conflicting with e. This can be

expressed as follows. We define the set of conflict-

ing links for link e and denote it by EI(e); an edge

f = (w, z) belongs to the set of conflicting links of

e = (u, v) if its activation prevents node v from cor-

rectly receiving the packet sent by u, since it causes
the transmission made by u to be heard at node v
with too low an SIR (i.e., under a given threshold γth).

Note that the interfering link is not necessarily meant

to have v as its destination. This means that

EI(e) = {f = (w, z) ∈ E : (3)

G(d(u, v))π(e)

G(d(w, v))π(f) + η(e)
< γth},

where η(e) is the ambient noise power at the receiver
of link e (in the numerical evaluation it has been set to
1 nW for all links).

The above formulation neglects interference addi-

tivity, but is useful in order to simplify the solutions

by discarding pairs of links which can not transmit si-

multaneously. This can be easily included, with the

proper timing, in the optimization framework through

linear constraints. After solving the linear program,

we additionally check the SIR at every node for the

resulting schedule. If the SIR is too low for some re-

ceived packets, e.g., since many far-away nodes are all

transmitting simultaneously, we add more constraints

to the linear program and look for a new solution.

This way to proceed can be seen as a simple manner

to introduce more realistic interference characteriza-

tion, which is required for underwater sensors, with-

out complicating the model too much. The price to

pay is that this iterative approach is not optimized for

quick evaluations. For this reason, further develop-

ment of this strategy to improve the integration be-

tween the theoretical and practical interference mod-

els is surely an interesting aspect for future research.

However, we emphasize that if the interference range

is carefully chosen, we observe that in practical cases

of underwater networks (where the number of nodes

and power levels are not very large) additional execu-

tions of the optimization program due to interference

problems do not occur very often.

IV. ILP Formulation

In this section we formulate the integer-linear pro-

gram to solve in order to find optimal node deploy-



tt− 1t− 2t− ⌈d(e)⌉t− ⌈d(e)⌉ − 1

d(e)

e

u

v

u transmits v receives

Figure 1: Sending a packet over link e = (u, v): to
fully receive it at time t we have to begin transmission
at time t− ⌈d(e)⌉ − 1.

ment, routing and link scheduling for a given network

G = (V, E). The key variables of the models are bi-
nary values yv, which indicate whether or not a sensor

is actually placed in the candidate position v (which

solves the optimal network deployment problem), and

Xe(t), which indicate whether the tail of link e is

transmitting over e at time t. This completely specifies
scheduling and, looking at the whole time period, i.e.,

taking t = 0, . . . , T − 1, also routing. We first formu-

late the basic constraints of the ILP problem subject

to flow conservation constraints and the protocol in-

terference model. Secondly, we add interference con-

siderations according to the discussion reported at the

end of the previous section.

IV.A. Basic Formulation

The following flow conservation constraints ensure

that at any time step t before the end of the period the
number of messages that have been transmitted from

each node v are at most the generation rate of v plus

the number of messages that have been received at v
till time t.

sv ≥
∑

e∈Uout(v)

t
∑

r=0

Xe(r)−
∑

e∈U in(v)

t
∑

r=⌈d(e)⌉+1

Xe(r−⌈d(e)⌉−1),

v ∈ V, 0 ≤ t < T − 1. (4)

Note that the delays of the links are implicitly ac-

counted for in the above constraint (see Fig. 1): the

packet that node v receives completely at time t over
an incoming link e, is what is being sent at time

t − ⌈d(e)⌉ − 1 at the other end of the link. Note also

that time t = T−1 is excluded in the above constraint,
since it refers to the last transmission of the period, for

which a stronger constraint holds, as explained below.

At time step T , we want to have cleared all traffic from
the network so that we can begin with the next period

in the schedule. Thus, we require that after the trans-

missions occurring at time T − 1 all the traffic has

been delivered to the sink. This is obtained by check-

ing at every node that the total number of outgoing

messages minus the total number of incoming mes-

sages is equal to the generation rate sv. Remember

that this last value is positive for the data generating

positions, zero for the relays and negative for the sink.

Thus, we apply the same formulation of Eq. (4), but

replacing the inequality with an equality sign.

sv =
∑

e∈Uout(v)

T−1
∑

r=0

Xe(r)−
∑

e∈U in(v)

T−1
∑

r=⌈d(e)⌉+1

Xe(r−⌈d(e)⌉−1),

v ∈ V. (5)

Note that Eq. (4) holds for t < T − 1, whereas Eq. (5)
holds at time T − 1.

We define a simple Boolean function B(a, b) that
is true if and only if |a− b| < 1 and false otherwise.

We use this function for checking whether two packets

overlap or not. Overlapping of packets happens when

they both arrive at the same node v and their arrival

times differ less that one slot. More formally, in the

case of concurrent reception, for each node v and links
e, f ∈ U in(v) overlapping occurs when:

Xe(te)+Xf (tf ) ≤ 1 ⇔ B(te+d(e), tf +d(f)), (6)

where te is the transmitting time over link e and tf is

transmitting time over link f .

In case of overlapping transmission and reception

we have for each edge e ∈ U in(v), f ∈ Uout(v):

Xe(te) + Xf (tf ) ≤ 1 ⇔ B(te + d(e), tf ), (7)

We also impose that a node cannot transmit over

multiplex edges at same time:

∀v ∈ V, t ∈ T ,
∑

e∈Uout(v)

Xe(t) ≤ 1 (8)

We add constraints in the ILP to model the inter-

ference as defined in the protocol interference model.

For each edge e we denote a set of interferers for link
e by EI(e); an edge f = (w, z) belongs to the set of
interferers of e = (u, v) if its activation prevents node
v from correctly receiving the packet sent by u.

The constraint is imposed for every pair of edges

e ∈ E and f such that f ∈ EI(e):

Xe(te) +Xf (tf ) ≤ 1 ⇔ B(te + d(e), tf + D(f, e)),
(9)



The following constraints use the binary variables yv

to check the node placements. To ensure that we place

at most k sensors:

∑

v∈V

yv ≤ k.

Only nodes where sensors are placed can be used for

sensing and relaying data. Thus, we require that yv be

equal to 1 if v is used at some time step for transmit-

ting:

Xe(t) ≤ yv, v ∈ V, e ∈ Uout(v), t ∈ T .

(We do not need to force this constraint for incoming

edges since besides the sink all other nodes have to

transmit if they are used; for the sink, we set yvt = 1
anyway.) Finally, we set yv = 1 for all the sources and
the sink and force the yv variables to be 0-1 variables.

yv = 1, v ∈ S ∪ {vt}
yv ∈ {0, 1}, v ∈ V.

Finally, the goal of our optimization problem is to

minimize the total energy consumption:

minimize
∑

e∈E

T−1
∑

t=0

Xe(t)
(

ctx(e) + crx(e)
)

. (10)

IV.B. Augmenting the ILP with Physical
Interference Constraints

Having obtained a link schedule by solving the ILP

formulation described in the previous section, we

check the signal-to-interference ratio (SIR) at the re-

ceiver of every active link. Whenever this ratio is be-

low some pre-defined threshold, we augment the ILP

with extra constraints and solve it again. We need to

measure the SIR at every packet reception. Assume

that, according to the current link schedule obtained

from the ILP, node v is receiving a packet over link

e = (u, v) at some time step t. The SIR at the re-

ceiver of link e at a generic time t, even between two
time steps, i.e., not necessarily integer, but such that

X(⌊t−D(e, e)⌋ − 1) = 1, is

γe(t) =
Ge,e · π(e)

∑

f∈E:f 6=e,Xf (⌊t−D(f,e)⌋)=1

Gf,e · π(f) + η(e)
.

In the above expression,

• Gf,e denotes the gain from the tail of link f trans-

mitting over f to the head of link e and the diag-
onal entries Ge,e are the gains over each link e,

• π(e) is the transmit power associated with link e,

• η(e) is the ambient noise power at the receiver of
link e.

For each link e, we can impose the additional require-
ment that for all packet receptions the SIR is at least

γ
target
e . Note that due to the arbitrary link-delay times,

measuring the SIR for a single packet reception is not

completely straightforward. Several packets might in-

terfere with the packet whose SIR we are measuring,

and the interfering packets need not be arriving at the

receiver simultaneously. To deal with this increased

complexity, we have to measure the SIR more than

one time to verify the successful reception of just one

packet.

The SIR condition must be in fact verified for ev-

ery superposition of interfering packets which occurs

during the reception of link e. Thus, first of all, we

sort the interfering packets in non-decreasing order of

arrival. After that, we consider all the time instants

where the reception of an interfering packet termi-

nates or starts during the reception of a packet on link

e. For these instants (i.e., immediately before a termi-
nation or immediately after a new reception) we mea-

sure the SIR γe(t) as indicated above to evaluate if it
is above the given SIR target.

In the case this condition is violated, we have found

a set of links I that interfere with reception at node

v. Thus, we augment the original ILP by adding a

constraint that ensures that at most |I| of the links in
I ∪ {e} can coexist. We then solve again the new ILP

and iterate this process until a solution that does not

violate the SIR constraint is found or infeasibility is

detected.

For what concerns this two-step approach, note the

following. First of all, the termination condition is

bound to happen in a finite time, so it is guaranteed

that either a solution to the original problem is found

or infeasibility is detected. Also, observe that this ap-

proach still preserves the optimality of the solution,

even though the time to find it may not be the short-

est. In fact, the augmentation simply discards solu-

tions which are feasible according to the above con-

strains but still are impossible to realize in practice

(due to additive interference). Therefore, the two step

procedure is guaranteed to find the optimal solution in

the sense of satisfying both the optimization problem

and the SIR conditions at every link, and the alloca-

tion jointly chosen according to these criteria is the

best possible according to the goal function.

Finally, observe that the number of cases where the

protocol model does not guarantee to respect the SIR



condition is very low in networks of this scale. For

this reason, the number of additional iterations due to

the augmentation procedure in the optimization prob-

lem is usually low (corresponding to 4–5 re-iteration

of the original problem). In other words, the com-

plexity of the problem is not strongly affected by this.

However, for larger networks this approach would

need to be replaced with a more computationally ef-

ficient formulation, which is another interesting goal

for further research.

V. Performance Evaluation

We have based our evaluations on the parameters of

the UWM1000 LinkQuest underwater acoustic mo-

dem [14]. The product series of LinkQuest is rep-

resentative of current underwater acoustic technol-

ogy. In our experiments sensors are assumed to be

equipped with the UWM1000 model, a short range

modem designed for placement at low depths. The

specifications indicate that correct functionalities are

guaranteed for distances up to 350 m and that sen-

sors equipped with the UWM1000 modem should be

placed at a maximum sea depth of a few hundred me-

ters. The achievable data rate is 9600 bps. The modem
has two power levels (2 W and 8 W) for transmission

and consumes 0.75 W in reception mode. When no

data is being sent or received the modem enters a sleep

mode with minimal power consumption (8 mW). The

modem can successfully receive if the SIR is above

γ
target
e = 10 dB.

In our experiments, the candidate sensor positions

V are arranged according to a 3D grid. The maxi-

mum number of sensors that can be deployed is k. A
number |S| of candidate positions are traffic sources,
and therefore a sensor must be placed in each of them.

Moreover, we have the option of placing up to k−|S|
additional sensors that, while not generating any traf-

fic, play the role of relays in forwarding packets to the

sink. The sink is assumed to be mounted on a buoy

floating on the water surface. We assume a packet

size of 2000 bits. Thus, with a data rate of 9600 bps,

the length of a time slot is roughly 0.2 s.

The input parameters to be given to our model are:

the number of candidate sensor positions, |V|, and
their arrangement on a 3D grid; the number |S| and
the set of positions S; the position of the sink; the

number of packets generated by each source in each

scheduling period, p; the maximum schedule length

T ; and the maximum number of sensors k. Given

these parameters the model provides the best place-

ment of the k−|S| relay sensors, and the traffic sched-

ule and routing which minimize the total energy con-

sumption.

A first step in the assessment of our model has

been to establish its scalability in realistic underwater

sensor network scenarios. For this purpose, we have

solved the ILP model for different values of the traffic

load, the grid size, the number of sensors k and the

schedule length T . The solver we have used is GLPK,
version 4.8 [6]. The model was able to find the opti-

mum schedule, node placement and routing in reason-

able underwater sensor network scenarios with more

than 50 candidate positions, 30 sensors, T = 40 slots,
and a traffic of up to 25 packets per schedule. The

number of additional iterations of the program due to

the SIR check (as explained in Subsection IV.B) until

it found a feasible solution or it detected infeasibility

never exceeded 25. The overall model running time in

these scenarios was typically around three hours using

a Linux PC with 2.8 GHz Intel Xeon processors and 1
GB of RAM, which shows that the model can be ap-

plied to realistic underwater sensor networks. In fact,

even though the solution to the problem can be used to

determine a schedule with a period of the order of tens

of seconds, this schedule may remain valid for many

periods. For the envisioned applications, input data

are expected to change very slowly, so re-execution

of the problem can be expected to occur two or three

times on a daily basis.

A second step in our evaluation has been to look

at the solution provided by our model. The main pur-

pose of our investigation has been to assess the model,

and specifically to understand whether it could pro-

vide useful insights on effective protocol design crite-

ria for underwater network settings, as well as on the

performance that can be expected in these networks.

In the first scenario in which we have tested our op-

timization framework |V| = 19, and sensor candidate
positions are placed in a 3× 3× 2 grid. The grid size
is approximately 600× 600× 200 cubic meters. Nine
nodes, placed on the seafloor (at a depth of 200 m),

generate traffic. At a depth of 50 m, nine candidate

positions (for relay nodes only) are also considered.

The number of packets p generated by each source

node has been varied between 1 and 2 per scheduling
period.

The metrics we have investigated are the follow-

ing: 1) end-to-end packet latency, defined as the time

it takes, on average, from when the packet is generated

to when it is successfully delivered to the sink; 2) min-

imum time T needed to completely deliver all gener-

ated packets to the sink; 3) total energy consumption,

defined as the total energy consumed by all network



nodes in a scheduling period to deliver the |S| × p
packets to the sink; 4) energy efficiency, defined as

the average energy needed to successfully deliver a

packet to the sink (obtained normalizing the total en-

ergy consumption by the number of delivered pack-

ets). Results are displayed in Tables 1,2, where each

value represents the average over 10 different runs. In
each run, an independent random horizontal/vertical

offset has been added to each candidate position in

V , to model the fact that actual sensor locations might
slightly oscillate around their nominal value due to sea

waves and random floating. This offset has been taken

as Gaussian distributed with zero mean and a standard

deviation equal to 33 and 10 meters for the horizontal
and vertical directions, respectively.

For each choice of V , S, and p, we have solved the
model for large T and k, in order to find a feasible

minimum-energy solution. To further optimize delay

and cost, we have progressively decreased T and k
as long as we could find a feasible solution with the

same energy performance. The results shown in the

figures correspond to the smallest T and k values able

to provide minimum energy consumption.

Sink centrally

placed

p = 1 p = 2

Total Energy Consumption (J) 86.5 173

Energy Efficiency (J) 9.61 9.61

End-to-end latency (s) 1.84 4.19

Time to deliver all packets

to the sink (s) 3.2 7

Table 1: Scheduling and routing performance: sink

centrally placed

Sink placed

at the side

p = 1 p = 2

Total Energy Consumption (J) 107.25 214.5

Energy Efficiency (J) 11.92 11.92

End-to-end latency (s) 2.49 5.64

Time to deliver all packets

to the sink (s) 4 8.8

Table 2: Scheduling and routing performance: sink

placed at the side

Tables 1,2 shows that as the traffic increases the to-

tal energy consumption also increases, as one would

expect since nodes are involved in transmitting and re-

ceiving more packets resulting in an overall higher en-

ergy consumption. However, if we look at the energy

cost per delivered packet, no degradation is observed

as the traffic increases.

In the considered scenario, if there is no interfer-

ence, all source nodes are able to transmit toward the

sink directly (with a transmit power of 8 W), except

for those at the corners of the deployment area. Source

nodes located at the corners can transmit either to an

adjacent sensor node on the bottom (needing 8 W) or

to the nodes right above them (at 50 m depth). In this

second case they spend 2W to transmit vertically, and

then an additional 8 W to advance the packet from

there to the sink. This sums up to 8 + 2 = 10 W

which is less than what would be consumed following

any alternative route to the sink (which would require

at least 16 W). Since our schedule minimizes the total

energy consumption, it always forces corner source

nodes to send vertically to nodes which will deliver

the packet directly to the sink. This routing strategy

requires that four additional relays are placed at the

four corners of the deployment area at 50 m.

The source node that is located in the center posi-

tion on the bottom can either transmit directly to the

sink (with a power of 8 W) or vertically one layer up

to the central node at the depth of 50 m (with power 2
W). Such node can relay the packet to the sink using a

transmit power equal to 2 W. Traversing two vertical

links is a better solution (with a total power consump-

tion equal to 4 W) than any alternative route and it is

therefore the route enforced by the model. This how-

ever demands that an additional relay node be placed

centrally at the depth of 50 m.

Any other source node should transmit directly to

the sink (with an associated transmit power equal to

8 W). When p = 1 this sums up to 76 W needed for

packet transmission and 10.5 W spent for packet re-

ception, resulting in an overall power expenditure of

86.5 W. 2

As explained above, in addition to minimizing the

total energy consumption we have also tried to de-

crease the time to deliver all packets, and also to limit

the number of additional relay nodes. It is thus inter-

esting to look at the average end-to-end latency per-

formance to assess the effectiveness of our scheme in

scheduling the generated traffic. The average end-to-

end packet latency and the minimum time needed to

deliver all the generated packets (schedule length T )
are reported in Tables 1,2. Note that a lower bound for

T is given by the total number of generated packets

|S| × p plus one propagation delay. In all cases con-

2The energy consumption can be promptly derived from the

power expenditure, since the packet transmission time is constant,

as all packets are assumed to be of the same length.



sidered, the total delay measured in our experiments

is at most 100% larger than this minimum value. This

additional time is due to the fact that, although the

optimum schedule would ideally correspond to the

sink continuously receiving packets, this is not al-

ways possible due to the need to maintain the inter-

ference constraints when scheduling concurrent trans-

missions, which is made especially challenging here

by the long propagation delays. More importantly,

the difference in the time needed to propagate pack-

ets over the different links requires a careful schedule

to try to reduce the sink idle times while avoiding si-

multaneous receptions.

In order to provide some understanding of the prin-

ciples followed by the optimum scheduling and rout-

ing schemes, we describe here in detail one specific

solution of the model for the case where p = 1. The
resulting packet scheduling is displayed in Fig. 2.

An arrow between a node i and a node j means that
a packet is transmitted by the sensor in node i to the
sensor in node j. Each arrow is labeled with a number

which is the time slot at which the packet transmission

begins. Unlike in terrestrial wireless sensor networks,

where the propagation delay is typically negligible, in

the underwater environment two nodes x and y can

transmit in the same slot to the same node z if the

difference of the propagation delays over links (x, z)
and (y, z) is more than one slot, since in this case

the two packets do not overlap at the receiver. This

is for example what happens in slot 12. Both node

4 and node 2 transmit one packet to the sink (node

18). However, the two packet receptions do not over-
lap, since the packet transmitted by node 4 reaches

the sink after 0.17 slots (and its reception ends after

1.17 slots), while the packet transmitted by node 2
reaches the sink after 1.42 slots, after the first packet

has been fully received. This is a basic difference with

respect to traditional terrestrial WSN (due to the spe-

cific properties of underwater propagation) which has

to be accounted for in designing protocols for under-

water sensor networks.

The jointly optimized traffic scheduling and routing

scheme derived by our model effectively exploits the

possibility of transmitting in parallel multiple packets

whenever possible (i.e., when the interference con-

straints allow it). Links in different parts of the net-

works are activated over time according to interfer-

ence constraints.

More importantly, the order of links activa-

tion/deactivation is properly selected to exploit the

different link propagation delays, minimizing the idle

time at all receivers (especially the sink), which re-

sults in improved efficiency and fast packet delivery.

Let us discuss in detail the schedule behavior. In

slot 0 four parallel transmissions are performed, from
the four corner source nodes vertically to the relay

nodes placed just above them. Node 9 transmits to

node 0, node 11 to node 2, node 15 to node 6 and

node 17 to node 8. Concurrent packet transmissions
occur even if the interference received from any cor-

ner source node would be enough to impair reception

at one of the nodes on the upper layer.

The trick for enabling parallel transmission is in

the different signal propagation delays. The propaga-

tion of the messages transmitted by any other corner

source node reaches node 0 when it has completely

received the packet transmitted by node 9. This also
explains why the packet generated by the central node

cannot be scheduled in slot 0. If this were the case,
a packet sent by node 13 would reach nodes 0, 2, 6, 8
while they are still receiving the packets generated by

the corner source nodes. This would result in unsuc-

cessful packet reception. The same reasoning applies

to the packets generated by source nodes on the sides

(nodes 10, 12, 14 and 16). No such nodes can transmit
if all the corner links are activated. Nodes 10, 12, 14
and 16 transmit at 8 W, resulting in even stronger in-

terference than what would be caused by node 13, and
are located too close to the adjacent corners to exploit

differences in propagation delays to achieve concur-

rent packet transmission.

A similar reasoning motivates why no node can

transmit in slot 1 (even though we are trying to mini-
mize the time to complete packet transmissions): this

would interfere with the transmissions started in slot

0. In slot 2 transmissions from the upper layer to the

sink start. Being nodes 0 and 6 symmetrically placed

(except for the the random vertical/horizontal offset

with respect to the grid position) their transmissions

can be effectively scheduled one after the other so that

packets are received at the sink with little or no inter-

packet spacing. This is what is done in slots 2 and

3. A similar decision is made by the model for what

concerns the transmissions from the almost symmetri-

cal nodes placed at the sides of the bottom area. They

are scheduled one after the other in slots 6 through 9.

The order of the different link activations is not ran-

dom. Links are activated from the one resulting in

lower propagation delay to the one resulting in higher

propagation delay, so that receptions can occur one

after another at the sink, which tries to minimize the

sink idle time.

As a final note the minimum number of sensors

k placed by the model without degrading the energy
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Figure 2: 3x3x2 schedule: p = 3, sink centrally placed.

consumption is 14. With fewer nodes some of the

generated packets could not be transmitted over min-

imum energy routes, which would result in increased

total energy consumption. When the sink is located

on the side of the deployment area (right above node

5), shortest path routes from the source to the sink

are longer than in the case in which the sink is cen-

trally placed. In this case nodes 11, 13, 17 transmit

directly to the sink with 8 W. Packets generated by

node 14 are more energy-efficiently delivered to the

sink going through a 2-hop path which traverses node

5 (with an overall energy consumption of 4 W). Pack-

ets generated by all the other source nodes first have

to advance toward the sink (either horizontally, or di-

agonally toward nodes 1, 4, 5, 7) with an energy con-
sumption of 8 W, and then can be transmitted toward

the sink (with an additional consumption of 8W). The

increased route lengths, and the fact that higher trans-

mit powers have to be used in this case, translate into

increased total energy consumption. The end-to-end

latency also increases (since longer routes have to be

traversed).

The optimal packet scheduling and routing is dis-

played in Fig. 3. Differently from terrestrial radio sen-

sor networks, a node x could start transmitting in a

given slot to node y, even though y is currently trans-

mitting, if the packet sent by x will reach y after it

has completed its current transmission. This occurs

in slot 11. Even though node 13 starts transmitting

to 18 in slot 11, it completes such transmission be-

fore starting reception of the packet generated by node

15, which reaches it after 1.41 time slots. Concurrent

packet transmissions are performed whenever possi-

ble. In slot 14 nodes 13 and 5 transmit simultaneously
to the sink (thanks to the different propagation delays,

which determine non-overlapping packet receptions at

the sink). In slots 7 and 0 vertical non-interfering links
are activated simultaneously.

An interesting kind of parallelism occurs also in the

transmissions performed in slots 2 and 3. In slot 2

node 1 starts transmitting toward node 18. In slot 3
node 12 transmits to node 4. This second transmis-

sion could potentially be disturbed by the propagation

of the acoustic wave emitted by node 1. However,

such wave propagates beyond node 4 before node 4
starts receiving the message transmitted by node 12,
resulting in no interference.

Even in this case activation of the links toward the

sink is performed so as to minimize the sink idle time.

This results in lower packet latencies.
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Figure 3: 3x3x2 schedule: p = 3, asymmetric sink placement.

VI. Conclusions

In this paper, we have presented a novel optimization

framework for joint sensor deployment, link schedul-

ing and routing in underwater sensor networks. This

model is able to capture the unique features of the

underwater propagation environment, and includes a

detailed evaluation of the interference conditions at

each receiver. Validation of this model has shown

that it is able to exploit the specific features of the

environment, such as for example the large differ-

ences in propagation delays over different links which

cause simultaneous packet transmissions to arrive at

their receivers in disjoint time intervals. These prop-

erties lead to interesting observations about optimal

scheduling and routing in such networks, which are

expected to result in novel protocol design criteria.
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