
IEEE Wireless Communications • February 200736 1536-1284/07/$20.00 © 2007 IEEE

ghboring
BS

Home
BWA

Subchannels
matrix

Serving

Subchann
mat

Subchannels
matrix

INTRODUCTION
Among the emerging technologies for broadband
wireless access (BWA), IEEE 802.16 is one of the
most promising and attractive, but also presents
very challenging aspects. Expected areas of appli-
cations of the IEEE 802.16 technology include
high-speed Internet access, public services, private
networks, and broadband backbones for regions
where wireless coverage is limited and deploy-
ment of cables would be too expensive or imprac-
tical. It is often believed [1, references therein]

that a very important scenario, and probably the
first to exploit IEEE 802.16, will be the provision
of BWA for moderate mobility environments
such as residential Internet connections or offices.
In this setting a multicellular deployment based
on IEEE 802.16 technology may be envisioned,
where fixed access points play the role of base
stations (BSs), which is the scenario we focus on
in this work. The conclusions we reach provide
useful insights on other scenarios as well (e.g., a
wireless backhaul realized through IEEE 802.16
as well as the coexistence of these two systems).

The IEEE 802.16 air interface standard [2]
describes in detail the physical (PHY) layer,
based on orthogonal frequency-division multiplex-
ing (OFDM). In particular, we focus on the mul-
tiple access (OFDMA) with adaptive modulation
and coding (AMC) mode of IEEE 802.16, which
appears to be the most suitable for our study.
This method uses adjacent subcarriers to realize
subchannels, and results in a hybrid frequency-
/time-division multiple access (FDMA/
TDMA) medium access scheme. When used with
fast feedback channels, it can assign a modulation
and coding combination per subchannel, enabling
“water-pouring” types of algorithms, and can also
be used effectively with the adaptive antenna sys-
tem (AAS) option [2]. In the standard technical
specifications, for such a scenario several issues
regarding scheduling and resource allocation
algorithms are intentionally left open to develop-
ers, which stimulates researchers to seek strate-
gies capable of providing better performance.

In this article we discuss the challenges pre-
sented by packet scheduling and resource man-
agement, and explore the design of a joint
scheduler/resource allocator; we do not investi-
gate optimization issues, focusing instead on
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effective and simple implementation choices.
The first contribution of this article is therefore
to outline a modular scheme where a credit-
based scheduler is integrated with an efficient
resource allocator based on a low-complexity
power-efficient and capacity-driven heuristic cri-
terion. Although these algorithm components
are not themselves new, our original contribu-
tion is their integration in a modular framework,
which is one of the main outcomes of the
research project PRIMO [3]. As shown in the
following, our scheme is also able to provide
tunability in the trade-off between overall power
expenditure and time to achieve fairness among
users. This is possible by regulating the degree
of freedom in the allocation, which is managed
through proper information exchange between
the scheduling and resource allocation modules.

Another contribution of our research is the
analysis of interference issues arising in this sce-
nario. Even though there are studies proposing
similar approaches, where packet scheduling and
resource management are jointly addressed to
have efficient solutions (e.g., [4]), for most of
them the analysis and performance evaluation
are conducted in a simplified single-cell sce-
nario. In these studies the impact of other inter-
fering cells is neglected, whereas in the system
under examination here full frequency reuse is
envisioned, and therefore the allocation of pack-
ets may be greatly affected by the interference
conditions in the assigned resource. We believe

that this fact requires careful design of system
management that is both channel- and interfer-
ence-aware, in order to properly allocate the
resource and obtain an efficient implementation
of IEEE 802.16-based BWA. In this context we
present and discuss the outcome of simulations
obtained with realistic models for the details of
OFDM and the physical propagation scenario,
explicitly considering multicell interference.

For ease of presentation, in the following we
first describe the considered system, and subse-
quently discuss the issues arising from the pro-
posed scheduling and resource management
strategy. We finally show numerical results, sup-
porting our general conclusions on the relevance
of channel state and interference awareness.

SYSTEM FRAMEWORK

The reference system framework is described in
the following. We consider the forward link of a
multicellular system as in Fig. 1, where a com-
plete reuse of the available time-frequency
resources among neighboring cells is assumed.
This is one of the most challenging aspects, and
requires an accurate investigation when perform-
ing resource allocation.

The resource access in each cell is organized as
a hybrid OFDMA-TDMA, which corresponds to
an IEEE 802.16 system in the OFDMA-AMC
mode. Bandwidth is divided into Ns subcarriers,
and a timeframe consists of Nt subsequent OFDM

n Figure 1. System scenario.
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symbols. In order to reduce the resource address-
ing space, channel coherence in frequency and
time is exploited by grouping adjacent 〈subcarrier,
time slot〉 pairs to form a logical subchannel, which
is the minimum allocable unit of resource. The
addressing space is thus reduced to Ms subchannels
in frequency and Mt slots in time. Each subchannel
can be assigned to a different user and be indepen-
dently bit and power loaded. In order to make use
of this flexibility in resource management, channel
and interference measurements need to be exploit-
ed by scheduling and allocation algorithms.

We assume that in each frame the BS has
perfect knowledge of the channel status and
interference value for each subchannel of each
user, as measured in the previous frame. This
can be obtained, say, by piggybacking such infor-
mation in each uplink packet. Due to the dynam-
ics of the propagation environment and the
interference scenario, this information is only an
estimate of the channel status in the upcoming
frame, which makes the proposed framework
suitable for slowly varying channels.

The system is loaded with best effort traffic
modeled by a constant bit rate source associated
with each user. At the beginning of each frame
the BS collects the physical layer and traffic
information, which is passed to the resource
management block.

From a cross-layer perspective, resource man-
agement could be pursued by a joint optimiza-
tion of all the free allocation variables, that is,
which users to schedule, jointly with their power
levels, subcarriers, and timeslots, under quality
of service (QoS)/fairness constraints for traffic
scheduling and signal-to-noise ratio (SNR)/bit
error rate (BER)/power constraints at the physi-
cal layer. However, this would lead to a complex
algorithm design, merging physical layer opti-
mization goals with traffic level requirements
and involving a large number of variables and
parameters. This approach would also lose any
flexibility if new traffic requirements or different
optimization goals for the physical layer were to
be considered (e.g., as a consequence of the
introduction of new technologies).

Hence, our approach can be regarded as
loosely cross-layer, trying to strike a balance
between flexibility and modularity, as achieved
by strict hierarchical layered design, and opti-
mized performance, as could be yielded by cross-
layer algorithms.

Radio resource allocation is aware of all phys-
ical layer constraints and can be given a desired
physical transmission related optimization target.
It aims at carrying a given traffic backlog of data
units (basic transport unit, BTU, in the follow-
ing). To a radio resource allocator, it is irrelevant
which BTUs are the “hottest” or most valuable
to carry and from which flow queue they should
be taken. This is the point at which a traffic
scheduler comes in. Our basic idea is to define
the overall cross-layer resource management so
that scheduling and allocation algorithms can be
changed without impacting each other, provided
that the common data structures are kept.

The coupling between scheduler and allocator
is realized through a list of BTUs, ordered accord-
ing to the scheduling criteria, along with global
parameters specifying handling constraints for

those BTUs. The list is defined frame by frame,
and is processed by the allocator to define which
input traffic to assign to each frame. After alloca-
tion and transmission, it is up to the allocator to
update the status of the BTUs of the current list as
delivered, transmitted but failed, or not allocated
at all. This feedback is used by the scheduler to
update its own internal state and to provide a new
list; the scheduler should also be given information
about the maximum expected achievable capacity
for each user, so as to make sensible scheduling
decisions. Other common parameters, as detailed
in the next two sections, make this a crosslayer
approach, yet there is sufficient decoupling
between BTU scheduling and radio resource allo-
cation algorithms that they can be internally modi-
fied independent of each other. As an example, if
the leading criterion for scheduling is changed
from, say, non-weighted fairness to delay deadline
matching, this will affect the way the BTU list is
formed in each frame, but the allocation algorithm
can be kept the same, as long as its objectives (i.e.,
minimize transmission power or achieved BER)
make sense for the application scenario. The
resource management architecture just described is
schematically represented in Fig. 2.

SCHEDULING FRAMEWORK

Scheduling algorithms for packet-switched net-
works have the goal of achieving a fair allocation
of the bandwidth resources to the flows compet-
ing for access to the shared medium. The basic
packet scheduling schemes were originally pro-
posed for wireline networks, where the channel
is usually assumed to be error-free and of con-
stant capacity [5].

In wireless networks scheduling algorithms
aim at fair allocation of resources, while attain-
ing high system throughput and low power con-
sumption; if fairness constraints were not taken
into account, mere throughput maximization
would have an extremely unfair outcome, where
few users (those enjoying good channel condi-
tions) are repeatedly allocated most of the band-
width while the rest starve. Known packet
scheduling schemes have been extended to wire-
less networks by taking into account the addi-
tional feature of a strongly time-varying channel
[6]. In the case studied in the present article, it is
unrealistic to pursue short-term fairness, since
scheduling users experiencing bad channel states
benefits neither their own flow nor the aggregate
network throughput. It has long been recognized
that a better policy is to allow for some short-
term unfairness in order to improve efficiency.
The scheduler keeps track of how much each
flow is allowed to transmit, and compensates lag-
ging flows when their channel conditions
improve or they have been starving for too long;
thus, the goal remains that of attaining fairness,
but over a longer timescale. To implement this,
the scheduler needs to take into account both
channel and traffic state information; hence, it is
assumed that the BS is aware of the queue states
of all of its users, and that a sufficiently accurate
estimate of the channel state is available; this is
easy to achieve if the channel measurement
feedback delay is small compared to the rate of
variation of the radio channel. For example, fre-
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quent feedback messages could be sent, quan-
tized in such a way that only few bits are needed
to describe the channel state level.

Some mechanism to keep track of the service
state of each flow must be present. Many packet
scheduling algorithms proposed in the literature
rely on the time provided by a common reference
clock; packets are tagged according to the clock
time as they enter the queues. The next packet to
transmit is selected by taking the time tag and the
packet length (and thus the packet transmission
time) into account [7]. However, virtual-time-based
algorithms have high computational complexity,
which makes their implementation difficult and
expensive. Thus, algorithms based on credits, such
as Credit-Based Fair Queuing (CBFQ) [8], have
been proposed; they are simple and computation-
ally efficient, achieve fairness among flows, and can
be adapted to work in a wireless environment (e.g.,
WCFQ [9]). In credit-based algorithms, the service
state of each flow is summed up by a single num-
ber: its credit value. A flow gains credits when it is
not scheduled and uses credits when it is sched-
uled. This scheme makes it easier to take a contin-
uous channel model into account; for example, in
WCFQ channel quality is dealt with by introducing
a cost that depends on the state of the channel,
and the scheduling priority of a flow depends on
both the amount of credits it has cumulated and its
channel quality. A flow experiencing a bad channel
is at first prevented from transmitting; it is sched-
uled again when either its channel quality has
improved or it has accumulated enough credits to
overcome its bad channel quality index.

Packet schedulers described in the literature
have traditionally been designed for TDMA sys-
tems, where the goal of the scheduler is to select
one flow at a time for transmission. Thus, such
solutions did not tackle the problem of simultane-
ously scheduling packets belonging to different
flows and allocating a pool of transmission
resources among them. This is the scenario we have
to deal with in IEEE 802.16. In the modular sched-
uler-allocator architecture based on a cross-layered
approach proposed in the previous section, the
packet scheduler passes some packets to the radio
resource allocator (RRA), which in turn deter-
mines how to transmit them. A suitable scheduler is
obtained by putting a simple but efficient credit-
based counter in a feedback loop with the underly-
ing RRA. The additional physical layer information
used by our scheduler implies that it can be seen as
an opportunistic scheduling mechanism [10].

As discussed earlier, the scheduler and allo-
cator are two separate modules, whose imple-
mentation details are transparent as long as the
interface between them remains the same. This
differentiates our scheme from other recent pro-
posals, such as [11], where a joint MAC/PHY
optimization is performed.

The interaction between the scheduler and the
RRA takes place in two steps: request selection and
resource allocation. Both steps require cooperation
of the scheduler and allocator. First of all, a
parameter Creq ≤ 1 is evaluated, which represents
the desired aggregated load of the cell, normalized
to the maximum allocable rate and computed
according to an estimate of the actual frame
capacity; in order to control the intercell interfer-
ence, Creq should be less than 1. In the selection

step, the flows to be scheduled in the frame are
selected, together with the fraction of transmission
resources (number of subchannels) to allocate to
each flow. The selection is made starting from a
list of requests produced by a simple credit-based
packet scheduling algorithm, taking into account
the average throughput achieved by each flow in
the past. This list is passed to the resource alloca-
tor, which determines which requests should be
satisfied, giving priority to the flows currently
experiencing favorable channel conditions relative
to their average path gain. Thus, in this step we
aim at reducing power consumption (as well as
interference) by exploiting time diversity.

The scheduler parameter Cmax determines the
aggregate size of the requests in the list, normal-

n Figure 2. Scheduling/allocation framework.
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ized to the value of Creq; thus, a higher value of
Cmax results in a longer request list, provided that
each flow has enough backlogged traffic. In gen-
eral, Cmax ≥ 1, and the greater the value of Cmax,
the higher the degree of freedom left to the allo-
cator in selecting the flows to be scheduled. If
Cmax >> 1, no fairness is sought, but simply the
best users are allocated; at the other extreme,
when Cmax = 1, all selected requests must be allo-
cated regardless of their channel conditions; this
ensures the fairest possible outcome, even if over
a very short time span some degree of throughput
unfairness can still be observed due to channel
errors and the granularity of the allocation.

Once the requests to allocate have been
selected, the resource allocation algorithm deter-
mines which subchannel should be assigned to
each flow. In this second step, we aim at exploit-
ing frequency diversity, which is one of the fea-
tures of the OFDMA radio interface.

It is important to point out that the way the
selection and allocation of the requests are per-
formed by the allocator has an impact on the
performance of the system only in terms of power
consumption and throughput achieved; it has no
impact on long-term fairness among flows, which
is guaranteed by the credit-based scheduling
algorithm employed to create the request list.

RESOURCE ALLOCATION ISSUES

The resource allocation mechanism deals with
physical layer issues, and its goal is to pursue effi-
ciency in resource usage in terms of power con-
sumption, interference rejection, or capacity
provisioning. Its behavior depends on the schedul-
ing decision, since it imposes some constraints on
the physical resource usage optimization; thus, the
two operations are strictly related. RRA has to
jointly manage the following allocation variables:
• Subset of data requests to actually be transmit-

ted, selected from the request list provided by
the scheduler

• Which subchannel <subcarrier, timeslot> to
allocate to the selected data

• Which power to use on the selected subchannel
• Which bitload to use on the selected subchannel

The variability of channel conditions can be
exploited by opportunistically allocating the
resources to a subset of users that have the best
conditions. This property is usually referred to as
multiuser diversity [12].

Depending on the channel model, each user
can experience a different channel attenuation
on each subchannel, which in our case is repre-
sented by a <subcarrier, time slot> couple. This
degree of freedom is usually referred to as fre-
quency and time diversity.

In general, in the allocation of each user the
selection of the channel, power level, and bitload
to assign are strictly interrelated. The AMC option
available in the OFDMA mode of the IEEE 802.16
standard offers high flexibility and efficiency in this
sense. The optimum solution of scheduling/alloca-
tion problems would require joint selection of all
the optimum parameter values, which is very chal-
lenging and, in most cases, impractical.

Several algorithms have been proposed to
solve this problem, mainly based on heuristic
approaches in order to obtain reasonable compu-

tational complexity [13]. It should be noted that
in a general multicellular system, due to the
mutual interference among cells, the assignment
of all the allocation variables is a network-wide
operation. An optimal solution in general requires
complete network knowledge and a centralized
allocation algorithm, and is therefore not feasible
from a practical point of view, so that distributed
optimization problems have been proposed [14].

In the proposed framework, each cell performs
its own resource allocation without explicit control
information exchange with neighboring cells. The
only information used refers to the channel and
interference value measurements provided to the
BS by its own mobile terminals (MTs).

As described earlier, the scheduling algorithm
determines the aggregated throughput to be loaded
on the cell and passes to the RRA a tentative list of
data requests to be scheduled. Since the length
Cmax of this list (which specifies all the requests
available for allocation) can be greater than Creq
(which determines the number of requests that can
actually be allocated), RRA has some freedom in
selecting the subset of requests to transmit. Clearly,
RRA selects such a request subset in order to maxi-
mize the advantages of multiuser diversity.

The aim of the proposed approach is to maxi-
mize the aggregated capacity on each frame by
using a low complexity algorithm. Here, we
briefly describe the allocation heuristic in order
to give some insight on the problem and draw
interesting conclusions on the joint scheduling/
allocation. Let k ∈ K denote the user and 〈s, t〉
the subchannel. Let ck,s,t be the Shannon capaci-
ty referred to the specified user and subchannel.
At the first step, a maximum power level for
each subchannel is fixed so that the maximum
Shannon capacity ck,s,t corresponding to each
subchannel for each user can be computed based
on the channel and interference information.

Each user, and thus each request, is associated
a metric stating its goodness in terms of available
capacity. At each step the request with the high-
est available capacity among those that have not
yet reached the minimum requested rate is select-
ed for a subchannel assignment. Once the request
to be served has been chosen, an efficiency metric
ε is computed for each subchannel and each user:

This index allows us to compare the advantage
of allocating subchannel 〈s, t〉 to user k, rather
than to any other request. The subchannel with
the highest ε is associated to the request selected
in the previous step. The bitload is set to the
highest value less than or equal to ck,s,t among
the available choices of coding-modulation for-
mats, and the power is adjusted accordingly.
This simple low-complexity heuristic acts in a
greedy way by decoupling the assignment of
each allocation variable. Even though this is a
suboptimal optimization algorithm, it is shown to
be able to exploit the multiuser and frequency
diversity, and is thus suitable for our purposes.

NUMERICAL RESULTS

The proposed framework has been tested in a mul-
ticellular scenario where a nine-cell cluster is con-
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sidered. The system has been set to work on a 5
MHz band with a 5 ms frame. According to the
IEEE 802.16 standard this is compatible with a
frame subchannel structure that consists of 16
AMC subchannels in the frequency domain and 24
slots in the time domain. In this case each sub-
channel consists of 24 adjacent data subcarriers in
two adjacent symbols. The use of only one AMC
format has been considered, corresponding to 144
b/subchannel. A time-varying and frequency-selec-
tive channel model, directly derived from the one
proposed in COST-259 [15], has been used. The
carrier frequency is in the 3.4 GHz range, and the
path loss exponent has been set to α = 4. A
Doppler frequency corresponding to a speed of 1
m/s and a delay spread σd = 50 ns have been used.

For simplicity, in order to test the algorithm’s
behavior, the BS has been assumed to possess per-
fect channel and interference information for its
mobile stations (MSs). The information is sent at
the beginning of each frame, and refers to the mea-
surements performed during the previous frame.
To implement this exchange, several solutions are
possible. In fact, the IEEE 802.16 standard provides
several ways for the MS to send control informa-
tion to the BS, allowing many levels of quantization
and timing. The optimality of the allocation is a
function of the amount of channel and interference
information. Some preliminary evaluations of our
scheme have shown that the overall signaling over-
head, including this information as well as the
broadcast of the schedule at the beginning of each
frame, is limited to only a few percent.

A first consideration on the behavior of the
joint scheduler/RRA refers to its ability to exploit
the diversity naturally present in the system. In
order to test whether the proposed framework is
capable of taking advantage of the system’s mul-
tiuser diversity, in Fig. 3 results for a scenario
with a variable number of users are reported. A
constant global amount of traffic requests, inde-
pendent of the number of users, has been passed
to the allocator. The behavior has been tested
under two different values of the parameter Cmax.
Figure 3 shows that the average transmission
power decreases as the number of users increases.
The proposed algorithm selects the flows to be
scheduled by taking into account their channel
state, thus exploiting multiuser diversity. As a
consequence, the greater the number of users, the
greater the chance of being able to schedule a
subset of users who are all experiencing good
channel conditions, which results in lower trans-
mission power requirements. If we only pursued
efficiency, with no regard for fairness, the power
reduction with a large number of users would be
even more significant: only the best users would
be allowed to transmit, while the others would be
permanently blocked. This behavior is confirmed
by the fact that the power consumption with Cmax
= 1 is higher than in the case when Cmax = 4.

In the next set of results, we compare the
power consumption and the fairness properties
in order to point out that a trade-off exists and
that the behavior of the proposed algorithm can
be tuned by acting on the parameter Cmax.

We quantify the achieved throughput fairness
among traffic flows in terms of Jain’s fairness
index [16] for throughput, defined as F = (ΣN

i=1
xi)2/(NΣN

i=1x2
i), where xi is the throughput

achieved by flow i, and N is the number of com-
peting flows. An index equal to 1 characterizes a
perfectly fair outcome. We define the time-to-
fairness metric (TTF) as the number of frames
needed to reach a target fairness index, which
has been fixed to 0.95.

Figure 4 shows the mean transmission power
and the TTF obtained with different values of
Cmax in a scenario with six users per cell on aver-
age and a fixed required capacity. The traffic
sources are assumed to be in saturation (i.e.,
each terminal always has packets to transmit).
As expected, the power decreases as Cmax
increases, while TTF increases. With Cmax = 1
the allocator is forced to allocate all the requests
selected by the scheduler, thus leading to the
strictest possible fairness but with a power–inef-
ficient allocation; as Cmax increases, the allocator
has a higher degree of freedom and can choose
to allocate only the best users, which results in a
higher power efficiency, but also in a higher
TTF. However, it is remarkable that for any
choice of Cmax our algorithm is able to achieve
high fairness after a number of frames, which is
not very large (below 20 frames, i.e., 100 ms),
even in cases of high Cmax. This happens thanks
to the exploitation of multiuser diversity with an
intelligent time scheduling policy.

In Fig. 5 we plot the average energy per trans-
mitted bit and the TTF vs. the normalized cell
load Creq, with Cmax = 3. The nearly constant
per bit power consumption observed with our
allocator is an indication that an intelligent allo-
cation policy, which also takes interference into
account, is able to manage the intercell interfer-
ence by preferentially allocating less interfered
resources. Anyway, as the cell load increases, the
time needed to reach fairness increases.

Figure 6 shows Jain’s fairness index, comput-
ed on a window of W frames, vs. the window size
W, thus describing the fairness behavior of the
algorithm in time. Two lower bounds are also

n Figure 3. Average cell power consumption vs. number of users for two values
of Cmax.
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shown. These lower bounds have been obtained
by analytical formulas in [17], which are comput-
ed without taking into account the allocator poli-
cy, and are therefore valid for any resource
allocation algorithm. The two curves, obtained
with two different values of Cmax, again show the
effect of such parameter on fairness. The curve
with the lower Cmax (equal to 1.5) obtains a very
high level of fairness already after few frames,
whereas the curve with Cmax = 4 exhibits a lower
value of Jain’s index, which also increases more
slowly. Both curves asymptotically tend to per-
fect fairness (F = 1) in the long term, which
confirms the goodness of our approach, which
can trade off short-term fairness for power con-
sumption by properly choosing the value of
Cmax.

CONCLUSIONS
In this article we have discussed resource man-
agement aspects in a multicellular IEEE 802.16
network, where challenging optimization issues
arise due to complete resource reuse among
neighboring cells. In this context the OFDMA-
AMC mode provided by the standard offers a
flexible way to manage physical resources, leaving
room for the development of efficient algorithms.

A framework for a completely distributed and
dynamic resource management has been pre-
sented that merges traffic and physical level
issues in a cross-layer perspective. Physical layer
information, such as channel and interference
measurements, together with traffic information,
are exploited by the proposed two–layer algo-
rithm in order to improve the performance.

In particular, simulations performed in a mul-
ticellular scenario have shown that the proposed
joint scheduling and resource allocation algo-
rithm is able to trade-off fairness requirements
imposed at the flow level with physical efficiency
metrics such as power consumption, and to
exploit the diversity naturally present in the sys-
tem, thus confirming that AMC-based resource
management is an effective and promising
approach for future generation wireless systems.
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