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Abstract—This paper addresses feedback design issuefragments associated with the same data packet, the
in ad hoc networks with simultaneous access of multiple knowledge required at the source does not only include
users, when type Il HARQ exploits a constrained capacity current channel conditions, but also the channel condi-
reverse channel. In such networks, communications per- tiong experienced by previous transmissions. In particu-
formance is limited by interference and nodes operate in lar, the destination reports in the feedback a quantized

a distributed fashion; thus, efficient resource allocation version of the transmission power required to match a
relies on proper feedback signaling, which on the other P q

hand can use only a limited amount of network resources. Signal-to-noise-plus-interference-ratio (SINR) threish
For this reason, we investigate how to determine a finite set that depends on the value of the SINR perceived during
of feedback messages, which accounts for the underlyingprevious transmissions.

type Il HARQ error control and jointly regulates power We seek a proper quantization scheme to maximize
allocation and medium access in an optimal manner. the throughput/power efficiency of the network. When
Index Terms—Feedback channel, ad hoc networks, hy- |ooking at the whole network, it is key to minimize
brid automatic repeat request, power control. the power used in each link, and possibly to avoid
transmissions which are likely to fail. A maximum power
l. INTRODUCTION constraint only allows the activation of links that have

The recent advancements in Multi-User Detectiosufficiently good channel conditions, in terms of both
(MUD) are driving significant research efforts in thdading and interference. This limits the network load,
design of networks with simultaneous medium acces#ce when the interference in the network is already
by the users. In this scenario, proper control of thagh, it is unlikely that further communications can start.
network load is of paramount importance to preservhus, the power limit works as a form of access control.
the overall performance. The exploitation of feedbadBngoing attempts can be interrupted as well, but this
from destinations can be an effective solution for diss less likely to happen since they have lower power
tributed systems, where users independently make degquirements, due to already received packets.
cisions based on their knowledge of the surroundingTuning power thresholds to interference and fading
conditions, both to improve the resource management Ethtistics can be used to reduce the overall interference.
and to control the access to the network [2]. Howevdn this computation, the presence of type Il HARQ,
this message exchange has an impact on the systghich affects the transmission process, and thus the
capacity [3]. To preserve the capacity of the data channieterference statistics, must be taken into account. In
feedback channels can only convey limited informatiothe end, we show that our power quantization scheme
In particular, a metric to be sent back to the transmittég able to effectively manage power and access control
can bequantized in order to represent it with a finite with extremely low signaling overhead.
number of messages, possibly just a few bits. ExamplesThe rest of this paper is organized as follows. Section
in this sense can be found in the literature for time- [4] gives an overview of the system under study. Section
and space-division [5] multiple access networks. Il develops the analysis. In Section IV we report some

The scenario considered in this paper is a power cafumerical results and in Section V we conclude.
trolled ad hoc network with type 1l hybrid automatic re-
transmission request (HARQ) error control. Every source
node encodes the data packet and, after a handshake
phase, sends equally—sized codeword fragments to th&Ve consider an ad hoc network, where nodes have
intended destination. During the handshake and after deliver fixed-sized data packets (DPs) to randomly
the transmission of each fragment, the destination sertt®sen destinations. Nodes try to resolve DP delivery
out a feedback message to report decoding succeswith a type Il HARQ error control protocol with power
failure and to allow power control at the source. Since tontrol, so DPs are encoded with a low—rate code and the
type Il HARQ the destination combines all the receivedbtained codeword is split int6' HARQ packets (HPs).

1. SYSTEM MODEL



betweeny and P, are discarded. The possiblé+2
values ofQ), include@; = 1,2,..., N to mean that the
required power falls in the intervdbg,—_1, ag,], plus
two additional values@); = 0 to acknowledge that the
DP was successfully extracted, add = N + 1 to
Figure 1. Protocol operations and structure of the channels  indicate that, due to excessive power requirements the
packet has to be discarded.
Fig. 1 visually represents the transmission scheme. Wewe assume block flat fading with Rayleigh distribu-
assume that time is divided into frames, each SUbdiVidﬁgn and independent fad|ng coefficients associated with
into a data slot and a (shorter) feedback slot. Whefe various frames. Moreover, we assume a symmetric
a node has a packet to deliver, it sends out a requagtwork, i.e., all links have the same received power
packet (REQ) and the intended destination responglatistics, and a Poisson packet generation process with
with a feedback packet (FP) during the feedback sl@verall birth rate of3 pkt/slot. We define the SINR

Then, the source sends the first HP in the data sl@drmalized to the transmission power as the quantity
after the feedback slot. The HP transmission is followed ¢

by a further FP, where the destination reports whether T 2 F @

or not the DP was successfully recovered. If it Wagnere, is the channel gain coefficient (including path—
not, another HP is transmitted, and the data/feedbagks and fading) between the source and the destination,
exchange continues until the DP is acknowledged or the i5 e noise power and; is a random variable
number of HPs sentis equal fo If failure occurs forF’ - (aying interference into account. Subscriptefers to
HP transmissions a further attempt is scheduled aftef,R transmission of theh HP of a communication that,
random bagkof_f interval. After unsuccessfulattempts, \\ithout loss of generality, is also assumed to be the
the packet is discarded. time-index of the frame. The value= 0 is associated
We assume that REQs are sent over a dedicated chahh the frame preceding the first HP. We further define
nel, while HPs and FPs are sent over the same chanmfigd vectors,c; = [co,...,¢], wi = [wo,...,w] and
where we allow simultaneous multiple communications, = [s, ..., s;]. We denote the used power at time
As for transmitter/receiver design, we consider Diregls P, so that the receiver's SINR at tintgs r; = P;s;.
Sequence (DS) Code-division Multiple Access (CDMAWe also writer; = [ro, . . ., 7¢].
with random sequences, spreading gairmnd Matched  For the coding performance, we assume a threshold
Filter (MF) receiver. For the sake of simplicity, wemodel. In particular, we consider good codes where the
assume that FP and REQ are always correctly decodp#. decoding error probability asymptotically vanishes as
This is reasonable, since these short packets are s@etcodeword length increases if the channel parameters
with a low information transmission rate. Also, observfll in the so-called reliable region [6]. Since we rely
that errors occurring in these packets only affect thgh SINR values to define channel evolution, in the type
scheme in the sense of increasing the error rate in theHARQ case, upon the reception of thth HP the
DP exchange. Thus, we assume that errors only occuréliable regions; is a t-dimensional region where the
the DP exchange and FP and REQ are error-free.  DP decoding error probability is zero éf € S; and one
The destination includes in each FP a quantized indesherwise. We define the boundary function
to require a certain transmission power, determined by {inf{TtH e o] € S} ifre g S,

Crp O we M REQ

the status of the received HPs and the channel conditions¥(r;) = .
Note that interfering transmissions may start and end 0 otherwise
during a communication and the fading coefficients athat returns the lowest SINR value required for correct
sociated with the source/destination link and the variodecoding, given the previous SINR values. Note that the
interferer/destination link are time-varying. DP is successfully decoded upon the first transmission
The information contained in the FP sent at timé 71 iS greater than a constant threshald _
t is denoted agy; and can take value over a finite SINCe the SINR vectas; is a deterministic function of
set with N + 2 values, which are inferred from anth€ channel gains vectaey;, and the interference vector

N-level quantization of the power values representé‘(ff_l we map the regiors; to the regionR; of vector
by a vectora = (aj), wherej = 1,2,...,N. For Pals (Wi, ¢t), 1€,

consistency, we also assumg = 0. The value ofx; is {(w,c):r €S}y 1<t<F
increasing inj anday (the highest allocable power) is Ry = 0 P
less than or equal to the maximum physical poWgk

available at the nodes. This allows to include admissionrhe SINR at frame is a function ofws, ¢, and the transmission
control, i.e., communications requiring very high powepower, that is a function of the previously perceived SINRuga.
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We define the power control functio®;, that maps also a random variable, that furthermore typically has a
the values otv; andc; to the power required for correctlarge value with high probability under heavy aggregated
decoding at the next HP transmission, also including #maffic conditions, the evaluation of the exact statistits o
SINR margine to account for channel and interference, appears to be a formidable task. Also, the interactions
variations. After the handshake, this power value is among interfering communications are very complex in

o2 + wy genera}I. For thgse reasons, we set up an approximated
Do (wo, o) = (01 +e), (3) recursive analytical algorithm, in order to preserve accu-
co racy while guaranteeing affordable complexity. By our
whereas for a frame with index> 0, approach, the statistics of interfering communications
02+ w, (power, length, duration) are approximated with their
Py (wi, cp) = (I(re) +¢). (4) averages, computed recursively based on those derived

. “ o previously. In particular, at each iteration we derive the
Thus, with thet—th FP, the destination sends back tistics “of a single communication, from which we

the source a quantized feedback indgx If the destina- ¢ompyte the average interference behavior for the next
tion successfully decoded the DP, i.@4,c;) €Rt, @n  iteration.

acknowledgement is sent back, which is denoted withyg gefine the conditional decoding failure and general
Q¢ = 0. If the required power is higher thamy, the attempt interruption probabilities:
destination includes in the feedback message the value

Q: = N + 1, which tells the source to refrain from p; = P{(ws c))ERs | (wi1,¢i1)EUs_1}, (7)

additional HP transmiss_ions. A further attempt can be |, — P{(w,, c;)elly | (wi1,c—1)EU_1}, (8)

rescheduled if the maximum number of attempts has

not been reached yet. Otherwise, the quantization indexhe average transmission power at th¢h trans-

denotes the power to use in the transmission of t¥ssion, given that the—th transmission occurs, is

(t + 1)th HP, which will be P,y ; = ag,. To sum up, It = 3" arAi(k), where A, (k) is defined in (9) and
represents the probability that at theth transmission

0 if resolved DP the source uses power;, 0 < k < N. The nota-
Q=< N+1 if aborted DP . tion E[P{evi|evo}] denotes the expected value of the
arg ming{ay, > ®;(wy,c;)}  otherwise probability of the eventv; given a conditioning event
(5) evo, Where the expectation is taken over all possible
We also define the region interference values.
To keep the problem tractable we approximate the
Ty = {(we; 1) Py(wi, €1) > an, (6) power transmitted by a given interferer in a given slot

describing the region where the transmission is intehith its averageP. In particular,P is the average power
rupted due to poor channel conditions. Similafly,= transmitted by an interfering node in a randomly selected
R,UJ, denotes the general transmission terminatiétot (we do not keep track of the index of the HP

region (due to either poor channel or correct receptiotjansmitted by the interferer in the current slot). Define
an F'-state Markov chain with statds. .., F', where the

. ANALYTICAL FRAMEWORK only transitions from each statg are to statel with

robability ;2; or to statgj mod F')41 with probability

The radio resource allocation has to deal with inteE’- -
) . . . — u;. The steady-state probability; of the Markov
ference and fading statistics. Note that in general intey, K y P W

= . thain being in statg can be derived as [7]
ference termsu; are correlated due to retransmissions _
and power control. In fact, the presence of an interferer T, (1 — up)

) S T = h=1 (10)
influences the outcome of both communications already Ty S T (=)

ongoing and those in handshake phase. Thus, for in- i=1 hz_l a

stance, to track the first transmission of a HP packet, vican be obtained by weighing; with the probabilities
must take into account that the presence of interferafkthe interferer being at th&h transmission, which in
in the preceding slots influences the transmission powarn are taken equal to the steady-state probabilities

of such a packet. Since the index of the first idle slot &f the Markov chain.

A(k) =Plag—1 < ®i—1(wi—1,¢im1) < agt = E[P{P; = ag|(ci—1,wi—1) ¢ Us—1}]
2
=K |:7D{Oék< (W(ri—1)+e) <apqr|(c—1,wi—1) € Ut—lH %)

o+ wy

Ct



Under the symmetric network hypothesis, we assuriide probability that the second HP transmission takes
that any coefficient” associated with interfering trans-place is as in (15). Eqgs. (16) and (17) give the ex-
missions has the same probability density function apdessions ford, (k) and po, respectively. These lead to

that it is Rayleigh, i.e., integral expressions of; (s*), whose integration region
1 . depends on). Analogous formulations are available for
fole) = AR =0 (11)  further transmissions. The target of our quantization is

where/ is the average path loss coefficient. Thusare [© Maximize the average throughput

sums ofZ; i.i.d. contributions, whereZ; is the number F 1—p; =1
of interferers in sloti. The interfering power is the n:RﬁZ n H(l—uh) [bit/s/Hz], (18)
sum of Z; Rayleigh terms, and therefore has Gamma =1 h=0

statistics with parametet; and 2v/G, wherev =P/, where R is the transmission rate. We assutieto be

and probability density functior,, ., (w). _ equal for all terminals, even though our scheme can be
~ We now derive the statistics of the number of interfegasily applied even without this assumption, which is just
ing transmissionsz; at the various frames of the comyntroduced to better present the numerical results, where

munication. Under the previously stated assumptions, thejs taken as the independent variable. The average
system performance only depends on ffieterms. We throughput per unit of power is

denote withZ the F-sized vector containing the values

of Z;, and we derive the fundamental radio resource " p =
i _ —pt _
allocation metrics given a specific realizati@r=z. Y= Rﬂz tP, H(l pn). (19)
We define the cumulative distribution ef values =1 h=0
Fi(s*) =Plsi < 5" | Z; = 2} A. Number of Interfering Transmissions
e (57 (0% +w)) & d We definel (u) as the probability that an attempt has
=/, Juifz (W) ; fe(e)de dw, duration less than or equal toframes.

o2 2g* 1 —Z; ‘ u t—1
=1—e "¢ < Z —i—;) vF, (12) W(u):Z(IutH(l—,uh)>, if 1<u<F, (20)

The probability that the attempt is interrupted before the = h=1

first HP transmission igo = 1—F2 (91 +¢) /ay). Given and ¥(u) =1 if u = F. We also define the average

that this did not occur, the distribution of the power usedrationts, = 1+ 57, _,(1—¥(u)) and the average
in the next frame is number of active communications= (1 — ).

D1 +e D1 +e We denote ag; the number of interferers active in
Av(k)= <~7:53< )—stS( ))/(1—M0)7 (13) frame0 that are still active in frameé. Thus, Y is the
k-1 Qg . L .
: o number of ongoing transmissions during the handshake,
and the failure probability is and its distribution is [7]
P{r1 < V1, %—IE > so} (Atgy)Yoe™av
pP1= 1= 110 wyo:P{Yozyo}:T,foryozo,l,...
N o 1)
= ZAl(k)P{ﬁ <V | A = oy} The probability that one ongoing transmission in frame
k=1 0 is still active aftern frames is [7]
al 9 1 &
- ;Al(k)fsl (o) (14) rn)=1- 2(1 — U(u)). (22)
al oy, s1) + € P+ €
mzl—pﬁ-z Al(k‘l)P{aklsl<191}73{L>a]\/|ak131<191, L <80} (15)
P 51 anN
N
(k) = 3 ) {ak_lgwwwmwg N } (16)
1— 51 81 g,

klzl
N N
oy, s1) + € U1 U1 +e
P2 = Z Z Al(kl)Ag(kg)P{ak232 < ﬂ(aklsl),ak2_1§%<ak2,slg ! s ! <So} (17)
an

S «
k2:1 kzzl 1 kl




Thus, we define the probability define the eventsv ), evpy andev(g) as an aborted
attempt before the first HP is sent, a failed or interrupted

PYi=yi | Yo=yo} = attempt due to excessive required transmission power,
<y9>7(i)yi(l_7(i))yo—yi if v < yo and a successful attempt, respectively. The probabilities
Yi (23) of these events are
0 ityi > yo. Pleviayt = o, (27)
F t—1
Note that we havé’r = 0, as the number of attempts Plevy} = 1-#0—2(1—%) H(l—uh)7(28)

can not be larger than'. p o
We definelV; as the number of interfering transmis- P i1
sions that start at frames with index greater than or equal P{ev(s)} _ Z(l_/)t) H(l—uh)- (29)
t=1

to 1 and are still alive at framé. h—0

PLW,; = w;} — e " Cz%’ forwy—0,1,... (24) We defines as the set of all the possible patterns of
w! eventsevy), ev(ry andev(g) associated with a packet.
where For a specific packet, we denote wiltj € £ the event
A+ )\23;11(1 —U(j) ifi>1 occurring at thejth transmission, and we collect the
G = N i1 (25) =; values into a vectoE. Note that the eventu s,

terminates the transmission of the packet. Thus, eiher
The distribution of the total number of active interfereris of length.D or it ends with a success event and it has
in the i-th frame, given their number in frame (note lengthL(E) < D, where= (=) = ev(g). The probability
that zo = yo) is m.,|,, as in (26). We are then able toof a given instance of = is P{¢} = Hffl) P
associate to each vectarthe probability”{Z =z} = calling ' the set of all possiblgs, and with| - | the

T2 HL UPAPS set cardinality operator, the average number of attempts
with at least one transmitted HP is
B. Recursive Analysis and Quantization Optimization L(§)
The analysis presented above enables the derivation of 2 = »_ P{&} Y {&;} N {evis) evm}l,  (30)
overall network metrics given the vector of the number gex J=1
of active interferersz and also the computation of the
probability of z. To both evaluate the efficiency of IV. NUMERICAL RESULTS

the resource allocation and optimize the quantization|n this section, we compare our proposed feedback

vector we set up a recursive algorithm. Recursion éfesign procedure with a uniform power quantization,
needed since the performance of a node depends onjtee a; = j Pmax/N. Note that no admission control

interference statistics, which is in turn determined by the performed in this case, sineey = Prax.

statistics of each single node. The HARQ thresholds are defined by assuming the
We start assessing the metrics in the absence @fdes are capacity-achieving. Thus, the required SINR

interference and then we evaluate the distribution of the correctly decode the DP after having receivedP is
number of interfering nodes. Using this as the initial

distribution, we are able to average the performance on .
the number of interfering nodes and to optimize the U(re) = inf{ree - Zlog?(pﬂj) =Ry (31
threshold vector with a constrained search algorithm. =1

Given the obtained thresholds, we can recompute thikis capacity criterion relates to the well-known Shan-
performance and interference statistics, optimize then bound, and it is well approached in practice by so-
thresholds again, and so on. called good codes [6].

Due to the retransmission policy, the birth processIn the following, we present results for a system
rate is increased. In particular, the total transmissiavith two thresholds and two maximum allowed HP
birth rate isp’ = BA, whereA is the average numbertransmissions per attempt, i.6Y, =2 and F' = 2. We
of attempts where at least one HP is transmitted. \Bssume that the received power decays according to a

t+1

min(z;,zo0)

Wzi\z() :P{Zi:zi ’Z():ZO}: Z ’LL'

e—Aip()\,L'p)zi—u
.(Z() — ’LL)'

()" (1= 7))

(26)

u=0
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Figure 2. Throughput vs. transmission rate. Figure 3. Throughput per unit of power vs. transmission.rate

path loss which is as a power of the distance witBINR requirements and an intermediate-power threshold
exponent equal td. The intensity of the arrival processto guarantee link activation.
is =3 pkt/slot. We show in Figs. 2 and 3 the throughput Fig. 3 shows that while in the interference constrained
gain and the throughput per unit of power gain betweeetting the system spends also a lower amount of power,
the optimal and uniformly placed thresholds as a function the noise and interference constrained case the system
of the transmission rat&. achieves a better performance in terms of throughput at
We compare three different parameter settingg;x= the price of an increased cost in terms of power.
1 W, 02 =-140 dBW; Ppax=1 W, 02 = —100 dBW;
Prax=0.5 W, 02 =—100 dBW. The first setting has al- V. CONCLUSIONS
most negligible noise power and the system performancen this paper, we investigated the impact of the
is interference constrained. In the two last settingsediff feedback control design on power control in ad hoc
ing only in the maximum power, the system performanggtworks with MUD and type-Il HARQ. We focused on
is both interference and noise constrained. a receiver-driven power control where feedback packets
In all settings the optimal quantization has a througlare exchanged containing an index of the power required
put gain which is more evident for intermediate values @ correctly achieve the incremental redundancy needed
the transmission rat&. In fact, for low values ofz the for correct data reception. We showed that a proper
system is able to manage interference and noise duesédection of quantization intervals for the power values
the low SINR requirements, whereas for high values @ be fed back to the transmitter’'s side can achieve sig-
R even the optimized systems can not achieve the higificant performance improvement, especially in terms
SINR required and aborts attempts with high probabilitgf increased throughput per unit power.
For intermediate values dk, the feedback optimization
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