
A Markov Framework for Error Control
Techniques Based on Selective Retransmission
in Video Transmission over Wireless Channels

Leonardo Badia,Member, IEEE, Nicola Baldo,Member, IEEE, Marco Levorato,Member, IEEE,
Michele Zorzi,Fellow, IEEE

Abstract—We present a framework, based on Markov models,
for the analysis of error control techniques in video transmis-
sion over wireless channels. We focus on retransmission-based
techniques, which require a feedback channel but also enable
to perform adaptive error control. Traditional studies of t hese
methodologies usually consider a uniform stream of data packets.
Instead, video transmission poses the non-trivial challenge that
the packets have different sizes, and, even more importantly,
are incrementally encoded; thus, a carefully tailored model is
required. We therefore proceed on two different sides. First, we
consider a low-level description of the system, where two main
inputs are combined, namely, a video packet generation process
and a wireless channel model, both described by Markov Chains
with a tunable number of states. Secondly, from a high-level
perspective, we represent the whole system evolution with another
Markov Chain describing the error control process, which can
feed the packet generation process back with retransmissions.
The framework is able to evaluate hybrid automatic repeat
request with selective retransmission, but can also be adapted to
study pure automatic repeat request or forward error correction
schemes. In this way, we are able to comparatively evaluate
different solutions for video transmission, as well as to quanti-
tatively assess their performance trends in a variety of different
scenarios. Thus, our framework can be used as an effective tool
to understand the behavior of error control techniques applied to
video transmission over wireless, and eventually identifydesign
guidelines for such systems.

Index Terms—Hybrid automatic repeat request, video trans-
mission, channel coding, Markov analysis.

I. I NTRODUCTION

The growing interest in video transmission over the wireless
channel, which is an inherently unreliable and lossy medium,
poses several challenges for the design of error control tech-
niques. In this paper, we discuss Hybrid Automatic Repeat
reQuest (hybrid ARQ) [1], which is a combination of Forward
Error Correction (FEC) and Automatic Repeat reQuest (ARQ,
hereafter called “plain ARQ” to distinguish it from the hybrid
version). Pure FEC may introduce excessive redundancy and
reduce the available bandwidth, whereas ARQ, which requires
a return control channel, may lead to increased delay. Hybrid
ARQ tries to avoid these problems with a combined approach:
data are protected by error-correcting codes that repair some
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of the errors introduced by the channel (FEC approach),
and those data parts which are still in error even after FEC
decoding are retransmitted upon request (ARQ approach) [2].
Many authors suggest that hybrid ARQ transmission schemes
outperform FEC and plain ARQ for multimedia [3], [4].
However, hybrid ARQ still requires feedback exchanges and
retransmissions; thus, it needs to be carefully designed toavoid
excessive delays.

The present paper introduces an analytical methodology
based on Markov chains to study error control techniques
for video content delivery over wireless. Even though the
main focus is on hybrid ARQ,all previously mentioned error
control techniques can be framed in the analysis. Moreover,
we propose a specific hybrid ARQ scheme tailored on video
contents, and evaluate its performance.

A. Video transmission through incremental encoding

Video flows could be transmitted as sequences of indepen-
dent still frames, as done when adopting the Joint Photo-
graphic Experts Group (JPEG) standard [5] in a manner that
is informally referred to as M-JPEG (Multiple JPEG), i.e.,
just transmitting subsequent JPEG pictures. This approachis
limited to very static flows; more refined techniques, such as
the Moving Pictures Expert Group (MPEG) standards, use
inter-frame prediction to exploit correlation among frames [6].
MPEG standards use differential encoding mechanisms de-
composing the video flow intoframes of different kinds.
The usual classification comprises intracoded (I), forward
predicted (P) or bidirectionally predicted (B) frames. An I
frame contains a self-standing static picture, where texture
values are coded using the Discrete Cosine Transform (DCT).
P and B frames are predicted from the closest match with
the preceding I (or P) frame, or both the preceding and the
subsequent I (or P) frames, respectively, using motion vectors.
Prediction errors are transformed with DCT, and the resulting
coefficients are quantized and coded with variable length. I,
P, and B frames are arranged in a periodic pattern referred
to as a group of pictures (GoP). Note that a GoP entirely
consisting of I frames will turn the MPEG into a variant of
the aforementioned M-JPEG.

For the sake of analytical tractability, we assume that the
video flow consists of units calledpackets, divided in two
categories, which we callindependent anddependent packets.
The term “packet” must be regarded here as an encoding



data unit; further packet fragmentation may be introduced
by lower layers, as will be argued in II-A. A data unit of
the former kind, called in short anI packet, represents some
self-standing information content (the choice of the name
is intentional, as it somehow relates to an I frame of the
MPEG standard). Conversely, a dependent packet, orD packet,
supplies additional details to one I packet of reference, from
which it is incrementally encoded. Thus, it requires the correct
knowledge of this I packet to be decoded. As a result, we
take the video source as alternating between I and D packets.
This can be thought of in analogy with MPEG as if every I
frame were mapped into a single I packet and all subsequent
P and B frames had been joined in a single D packet. This
simplification neglects that the last B frame of a GoP depends
on two I packets; this could be considered at the price of
writing more cumbersome equations. Moreover, this approach
is used in related analytical contributions [7], and is similar to
the network abstraction layer of an H.264 codec [8].

B. Contributions of the present paper

As a first contribution, we discuss the role of packet differ-
entiation and its implications on the retransmission scheme. In
particular, it seems sensible to think of an I packet as worthof
retransmission in case of errors, as its reception is necessary
to be able to decode the frames, belonging to a D packet, that
are incrementally encoded from it. In turn, D packets comprise
multiple frames relative to the same I packet; if we are able
to tell the erroneous frames apart, we can discard them and
keep only the correct ones.

This leads us to consider a hybrid ARQ scheme tailored
on video transmission, where both I and D packets can be
protected by FEC, but only I packets are selectively retransmit-
ted when in error. A small maximum number of transmission
attempts is set in order to guarantee a bounded delay. For
erroneous D packets, we assume instead to isolate and discard
the incorrect frames, keeping only the good ones. We remark
that there exist unequal error protection schemes where FEC
codes of different strengths are applied to the packets; our
proposal extends this rationale to the ARQ part as well. Re-
markably, such a scheme is simple to implement, but exhibits
good performance when applied to video transmission over
wireless. In particular, our results contradict the commonbelief
that ARQ schemes are not applicable to video due to their
excessive delay. Indeed, our proposed selective retransmission
mechanism is shown to be often more effective than a stronger
error correction code, since it requires to protect only I packets,
which amount to a small fraction of the whole data.

Another goal of this paper is to present an analytical and
modular evaluation of error control techniques for video over
wireless. To this end, we consider a Markov-based approach
describing the joint evolution of the video source, the wireless
channel, and the retransmission mechanism. This last part
of the transmission scheme can be represented via a finite-
state machine whose transitions follow a proper Discrete-Time
Markov Chain (DTMC), which we refer to as themacroscopic
description of the ARQ scheme. For the other components
of the system, we use Markov models, which have been

extensively adopted in the literature to represent the video flow
[9] and the wireless channel [10]. Importantly, the source and
channel models should take into account correlation among
video packets or among the wireless channel errors, something
that, if properly tuned, Markov models do with good accuracy.
With minor modifications the model can be used for several
transmission schemes, i.e., both Type I and Type II ARQ [2],
including, as special cases, also pure FEC and plain ARQ.

We believe that our model can serve as a practical yet
entirely analytical tool to identify guidelines for related stan-
dards and protocols. Thanks to its modularity, different packet
structures and error control schemes can be quantitatively
compared for any scenario of interest. Furthermore, the model
can be also employed in the context of cross-layer optimization
for video over wireless. From this perspective, it is possible to
extend the present model to also include rate optimization and
adaptive modulation and coding techniques of next generation
wireless systems, which will exploit the knowledge of the
system state to further enhance video transmission.

C. Related work

The present paper has points of contact with the existing
literature on error control, especially for what concerns those
papers addressing video systems and/or proposing analytical
models. The general framework adopted in this paper con-
siders a data stream sent over a wireless channel represented
through a Markov chain. Retransmissions are accounted for
by considering a larger chain representing the whole system,
and several performance metrics are computed by elaborat-
ing on the steady-state probability of the system chain. In
this sense, the paper is reminiscent of [11]–[13] which use
similar methodologies. There are even extensions to hybrid
ARQ techniques such as [14], where the “error level” model
discussed in II-B is introduced. However, all these papers do
not focus on video, and therefore consider a uniform stream
of undifferentiated data. Our contribution is a significantstep
forward since we consider multiple kinds of data units which
have different roles for the delivery of multimedia content.

An influential work in this context is represented by [15],
which explicitly aims at analyzing HARQ for video flows.
Among its contributions, there is an explicit extension to
differentiated video packets. However, this case is only studied
by means of simulation, whereas the analysis refers to packets
with homogeneous profile. Our contribution is different since
we present entirely analytical results for this case; moreover,
we also use a more advanced model for error correcting codes
of different strengths.

Another source of inspiration for the present paper has
been [7] (and other work by the same group of authors, e.g.,
[16]), where an analytical evaluation of error control for video
content over wireless channels, again modeled through Markov
chains, is performed. However, only FEC is investigated; our
paper can be seen as an extension to considering also data
retransmission. Although in [7] incremental encoding is taken
into account, there is no explicit differentiation betweendata
units; we extend this point by considering I and D packets with
actual different roles. Another similarity with our approach



is that an analytical evaluation of video signal distortionis
presented. Our model used in IV-C is a direct extension of this,
and our assumptions, e.g., about Gaussian pixel errors or codec
linearization come from these authors. Yet, our contribution is
novel since we significantly extend this model by considering
the subdivision of the data into two different kinds of packets.
Also, a relevant background reference for the video generation
model has been [9]. This paper proposes a Markov model for
video flows, which we embed into our Markov framework,
and is the source for our choices of the distribution of the
packet sizes and the correlation values.

Other stimulating impulses to our work were given by
[3], where unequal error protection based on non uniform
ARQ-FEC is proposed. Although this paper is on mobile
multicast in general, and not specifically on video, the ideaof
applying hybrid ARQ in a non-uniform manner is somewhat
similar to ours. Our approach is different since we consider
data flows with differentiated packets and explicitly take this
aspect into account in the design of hybrid ARQ. Finally,
another important related paper is [4], which investigatesthe
optimization of the application layer error-control by jointly
designing source coding and FEC. Differently from this paper,
we explicitly consider differentiated packets and correlated
errors. Note that we do not target an optimization framework
for the wireless physical layer; our proposed hybrid ARQ
solution is orthogonal to any dynamic adaptation to channel
and source conditions. More in general, our study can serve
as a basis for further extensions based on similar reasonings.

D. Outline of the present paper

The rest of this paper is organized as follows. Section II
describes the transmission system. Section III contains the
model for Type II hybrid ARQ, which can be utilized also
for other error control schemes. In Section IV we solve
the resulting Markov chain and derive some performance
indicators. Section V reports numerical evaluations, comparing
several schemes, also with reference to a real video trace
simulation. Finally, we draw the conclusions in Section VI.

II. T RANSMISSION SYSTEM DESCRIPTION

We consider the transmission of video content over a
wireless channel with a feedback link, which may even consist
of a control channel with limited bandwidth, for acknowledge-
ment exchange. The video content is subdivided into packets
belonging to either of two categories, namely, I packets or D
packets. An I packet represents a self-standing frame, whereas
a D packet contains a group of incrementally encoded frames.
For simplicity, we consider that, after every I packet, onlya
single D packet is generated, and it refers to this one I packet
only. The video source located at the sender’s side produces
a saturated flow with alternation between I and D packets;
packets are denoted as I(1), D(1), I(2), D(2), and so on.

The feedback about the packet transmission outcome is
assumed to be error-free, as commonly done in the literature
[4], [12]–[14]. The analysis can be extended to the case of
erroneous feedback by following the approach reported in
[17]; basically, the error-rate of the feedback channel reflects

TABLE I
L IST OF SYMBOLS USED IN THE PAPER

Video packet generation parameters
Λ0, Λ1, Λm minimum, maximum, average size of an I packet
∆0, ∆1, ∆m minimum, maximum, average size of a D packet

λI(t|s), λD(t|s)
distribution of lengtht of I (resp., D) packets
conditioned to the lengths of the last I packet

Q = (qij) steady-state I packet length distribution matrix
Q̃ = (q̃ij) one-step I packet length distribution matrix

ρ correlation of I packet length
F number of frames in a GoP (I frame period)

Parameters of Markov channel
P = (pij) channel transition matrix
c,X channel state, set of channel states
ε average error probability of a slot
B average length (in slots) of a burst of errors

L+ 1 number of error levels (from0 to L)
θI , θD thresholds for error correction, for I and D packets

ψ(k, n|j, t)
probability ofn errors and end statek
conditioned to starting statej and lengtht

ϕ(k, `|j, t)
probability of error level̀ and end statek
conditioned to starting statej and lengtht

Parameters of the system DTMC
ς ARQ stage

s1, `1 size and error level of the packet of interest
s2, `2 size and error level of the pending packet

Performance evaluation metrics
τ average transition time of the system Markov chain
Ω delay to transmit a GoP

Θ, Υ throughput, goodput
ΨI , ΨD delivery rate of intra-coded and incremental frames
ΨD|I conditional delivery rate of incremental frames

PSNR analytical model
De, Du Distortion terms (from encoding and decoding)
DI , DD Decoding distortion terms on I and D packets

σ2
u, σ2

e error variance and distortion value from decoding

σ2
P

[t] distortion of the propagated error aftert frames
H(ω, t) frequency response of the decoding filters
Φuu(ω) power spectral density ofu

γ leakage coefficient
α global system parameter

into a direct increase of the packet error probability, without
significant quantitative or qualitative changes. For a detailed
discussion on imperfect feedback, also considering the case
where it is used to adapt modulation and coding parameters,
see also [18]. Yet, we explicitly account for the fact that the
feedback is non-instantaneous.

The hybrid ARQ scheme stems from combining retrans-
missions and FEC. We argue, however, that the structure of
the video content is not suitable for applying such techniques
without differentiating I and D packets. I packets are more
important and also reasonably shorter than D packets; thus,
it makes sense to protect them with stronger error control
mechanisms. We also propose to limit the retransmissions
to these packets, to cause only a limited delay increase.
We assume that retransmissions follow a Selective Repeat
(SR) approach, which is the most efficient among classic
ARQ implementations [11], [13]. In the following, we outline
assumptions and notations adopted in the rest of the paper,
also reported for ease of reference in Table I.

A. Markov models for packet generation and channel

For analytical tractability, we assume a discrete time axis,
which is not restrictive (one can simply increase the sampling



frequency to achieve a finer representation). A suitable choice
of the sampling step corresponds to the coherence time of the
channel, so as to treat the channel quality as constant within a
time slot. Both I and D packets span over multiple time slots;
actually, packets can be fragmented into multiple transmission
units, but these fragments will be transmitted in sequence over
adjacent blocks of time slots; thus, we can focus on the time
slot as our time scale unit. We assume that the size of an I
packet can be betweenΛ0 andΛ1 time slots, whereas that of
a D packet can be between∆0 and∆1 time slots. The specific
size of every packet is generated according to a process with
memory; for both I and D packets, it is correlated to the size of
the last generated I packet. We writeλj(t|s), with j∈{I, D},
to denote the conditional probability1 that the next generated
packet of typej is t slots long, given that the last generated
I packet iss slots long. This infers a Markov representation
akin to those of [9]. According to the criteria proposed there,
a suitable Markov model should have more than2 states; our
model hasΛ1−Λ0+1 states, i.e., easily more than2.

The wireless channel can also be modeled via Markov
chains [10]. This is a widely employed method which both is
easy to tune and also accounts for error correlation in wireless
environments. The idea is to define a setX of states, each
associated with a different channel error probability, anda
transition matrixP = (pij), where i, j ∈ X , collecting all
transition probabilities from statei to j. Channel correlation,
which is a very important issue according to [11], can be taken
into account by properly settingP. Note that the Markov
state of the channel is regarded as an external element. In
a more advanced perspective, which is a possible extension
of the present paper, this state can even be used to trigger
advanced modulation and rate adaptation mechanisms, so as
to generate a cross-layer optimization which would be possible
in the context of video over 3G/4G wireless systems [4].

The transitions of the Markov channel are set with a time
granularity identical to the time axis. As discussed above,one
time slot corresponds to the coherence time of the wireless
channel, i.e., the channel behavior within the same time slot is
uniform; thus, we can treat each time slot as “correct” or “erro-
neous.” In the following, we assume that errors correspond to
erasures, so that the content transmitted over erroneous slots
is simply lost, but the receiver is informed of which pieces
of information are missing. Again, this is simply one of the
possible assumptions about this matter, and other choices can
be made as well, resulting in an entirely similar approach; in
particular, whenever we are able to correctK erasures, we
could correctbK/2c errors instead.

Rather than tracking all channel transitions, we just count
how many erroneous slots fall within each packet duration. To
preserve the memory of the Markov process, we need to keep
record of the channel state in thelast slot. It is immediate to
compute the functionψ(k, n|j, t), for j, k ∈ X , n, t integers
with 0 ≤ n ≤ t, which is the probability that, given thatt
transitions of the channel start from statej, the end state after
them isk and exactlyn slots out oft are erroneous. This is

1Although the proper notation would be something likeλ(j)
T |S

(t|s), we
prefer to avoid such cumbersome symbols for the sake of readability.

a well-known function that can be derived in recursive [7] or
close [19] form.

B. Error level

To represent packet transmissions and error control tech-
niques in an integrated manner, we introduce the concept
of error level [14], which is an extension (or a discrete
fuzzification) of the binary representation (correct/erroneous)
of packets. Roughly speaking, packets may be described as
“partly” erroneous (e.g., “30% erroneous” or “90% erro-
neous”). Formally, a packet can have an error level chosen
amongL+ 1 integer values, from0 (which denotes a correct
packet) toL (an entirely erroneous one).

A direct way to obtain the error level is to count the
erroneous slots of a packet and scale this number between
0 and L. Thus, a packet of size equal tox slots has error
level ` if its erroneous slots are betweenb`(x+1)/(L+1)c and
b(`+1)(x+1)/(L+1)c−1. Then, we defineϕ(k, `|j, t) as the
probability that a packet of lengtht slots starting transmission
when the channel is in statej has an error level equal tò
and the state of the last slot isk. We derive

ϕ(k, `|j, t) =

n2∑

n=n1

ψ(k, n|j, t) , (1)

where:n1 =

⌊
`(x+1)

L+1

⌋
, n2 =

⌊
(`+1)(x+1)

L+1

⌋
− 1

The error level can be used to determine whether a packet is
correctly received. In particular, level0 means that the packet
is entirely error-free (up to the quantization given by the error
level); in this case, we are surely able to decode it. However, if
FEC capabilities are introduced, some errors can be corrected,
and therefore some information content can be acknowledged,
even if the error level is larger than0. To describe this, we
introduce anerror correction threshold, between0 and L.
This value corresponds to the relative amount of redundancy
contained in each packet, referred to the range[0, L]. Thus, a
threshold equal to0 means that FEC is not used; the larger the
threshold, the more powerful the error-correction capabilities.
We use two separate thresholds, written asθI andθD, for I and
D packets, respectively, since the value (and also the role)of
the threshold are in general different for I and D packets.

An I packet represents a single frame of the GoP (an I
frame), which can be either correct or erroneous according to
its error level; this information is sent back as an either positive
or negative acknowledgement. In the latter case, if a scheme
such as plain ARQ or Type I hybrid ARQ is adopted, which
does not make use of incremental redundancy, the packet
is retransmitted and an entirely new error level is assigned
based on the channel conditions. If a more advanced Type
II hybrid ARQ scheme is used, another version of the same
information content is sent over the channel, so as to enable
packet combining at the receiver.

In the latter case, the effect of retransmissions is tode-
crease the error level from the previous value, which in this
manner may be correctly acknowledged. When the involved
codes are linear, the correction rules can be translated into
linear relationships [20]. Intuitively, if a first transmission



and a subsequent retransmission are “70% erroneous” and
“20% erroneous,” respectively (and assuming only erasuresare
involved), the receiver is able to extrapolate the whole informa-
tion content from the combination of the two packets. Had the
retransmission, in the example above, been “50% erroneous,”
the receiver would have been unable to fully decode the data.
Formally, if two transmissions of the same information content
have error levels equal tòand`′, respectively, i.e., a fraction
of their symbols equal to(L− `)/L and(L− `′)/L is correct,
the overall error level of their combination is[` + `′ − L]+,
where [x]+ meansmax(0, x), as the combination contains a
correct fraction equal to(2L − ` − `′)/L of a packet. If we
were not focusing on erasures, entirely similar equations could
have been written, roughly speaking, by reducing the error
correction threshold by a factor2. Also non-linear codes, such
as Turbo codes [21], or Low-Density Parity Check (LDPC)
and Raptor codes [22] can be treated similarly, by invoking
the linearization described in [23]. The important consequence
here is that, regardless of the code and the kind of errors forI
packets, the ultimate result will still be binary, i.e., an Ipacket
is either correct or not.

If I packets include redundancy, due to FEC or hybrid ARQ
mechanisms, they may be acknowledged even when their error
level is non-zero. If the amount of redundancy of an I packet is
θI/L, the packet is correctly decoded if the error level` does
not exceedθI. We can regard this from a different perspective,
by looking at FEC as a means to decrease the error level
of a packet: if the error level is equal tò, FEC decoding
is successful if[` − θI ]

+ is equal to0. When two different
transmissions of an I packet with error levels` and `′ are
combined in a hybrid ARQ fashion, the condition to check
becomes whether[`+ `′ − L− 2θI]

+ is equal to0.
D packets, instead, are an aggregate of many frames, so

it is more reasonable to think of the error level as a (re-
scaled) indicator of how many of them are in error. In other
words, if the error level is equal to0 all involved packets
are correct, if the error level is1 a fraction equal to1/L of
them will be in error, and so on. When FEC capabilities are
enabled, i.e., the correction thresholdθD is larger than0, some
redundancy is present within the D packet, which we take as
equal toθD/L of the entire data. Thus, if the error level is
`, meaning that a fractioǹ/L of the data is corrupted by
erasures, the information content which is still erroneousafter
FEC decoding is[`− θD]+/(L− θD).

III. T HE MODEL FOR TYPE II H YBRID ARQ

Hybrid ARQ techniques can be distinguished between Type
I and Type II [2]. Type I includes additional FEC capabilities
but the rationale is that of plain ARQ, i.e., to resend identical
copies of not acknowledged packets. Type II exploits incre-
mental redundancy by retransmitting a differently encoded
version of the packet; the receiver combines the two packets
into a single longer codeword. In this section, we describe the
model for Type II hybrid ARQ with SR scheme.

A. Considerations about the feedback

The presence of selective retransmissions requires to fol-
low the outcome of some previously transmitted packets, in

I(x), I(x+1)
stage 3

D(x), I(x)
stage 2

I(x), D(x)
stage 0 stage 1

1)I(x+D(x),

ACK

NAK

Fig. 1. The macroscopic description of the Type II ARQ system. Below the
label of each stage we specify if the packet of interest (left-hand) and the
pending packet (right-hand) are of kind I or D.

addition to that of the packet currently under transmission
[12]. As shown in [11], it is sufficient to track those pack-
ets whose feedback is still pending. However, the required
memory grows exponentially in the number of such packets.
In light of this, some researchers consider a simplification,
called ideal ARQ where positive/negative acknowledgements
are immediately known at the transmitter’s side. We argue
that this approach is not appropriate for video transmission
systems. First of all, we lose any distinction between more
efficient SR and other wasteful ARQ schemes, such as Stop-
and-Wait (SW). Moreover, the length of video packets is
hardly negligible, and so is the processing time at the re-
ceiver; ignoring these elements would lead to overly optimistic
conclusions. For example, if the transmitter knew that an I
packet failed, it would not even transmit its associated D
packet, which would be useless; unfortunately, in reality this
information is not available. Thus, we assume that, when a
feedback message is received, the subsequent packet has al-
ready started transmission, without, however, being finished. In
this way, we recognize that the feedback is non-instantaneous,
still preserving analytical tractability, as there is always one
pending packet (the one currently under transmission). In
other words, at any time, we tracktwo packets, the one for
which the feedback is received, referred to as thepacket of
interest and that under transmission, called thepending packet.
This assumption does not seem in contrast with the video
transmission requirements, which impose a timely delivery
of the content, therefore compelling the round-trip time to
be low. In any event, it would be methodologically simple,
though computationally harder, to consider a higher number
of pending packets [11]. For the sake of analytical tractability,
we assume that I packets are retransmitted at most once. If they
are still in error after a retransmission, they are discarded. Not
only does this assumption keep the system memory low, but it
also appears reasonable as the transmission of video flows has
strict time constraints; If needed, it can be relaxed; the model
would become more complicated, yet still manageable, as the
number of states increases but does not explode.

B. The macroscopic description

We can regard the system as a finite-state machine, repre-
sented in Fig. 1, which, each time a feedback for a new packet



π(0, s1, s2, `1, `2, c) =
∑

x∈X

L∑

`0=0

{[ ∆1∑

s0=∆0

π(1, s0, s1, `0, `1, x) +

Λ1∑

s0=Λ0

π(3, s0, s1, `0, `1, x)

]
λD(s2|s1) · ϕ(c, `2|x, s2)

}
(2)

π(1, s1, s2, `1, `2, c) =
∑

x∈X

θI∑

`0=0

Λ1∑

s0=Λ0

{
π(0, s0, s1, `0, `1, x) · λI(s2|s0) · ϕ(c, `2|x, s2)

}
(3)

π(2, s1, s2, `1, `2, c) =
∑

x∈X

L∑

`0=max(`2,θI+1)

Λ1∑

s0=Λ0

{
π(0, s0, s1, `0, `1, x) · λI(s2|s0) ·

L−`0+`2∑

`=(L−`0+`2) sgn(`2)

ϕ(c, `|x, s2)

}
(4)

π(3, s1, s2, `1, `2, c) =
∑

x∈X

L∑

`0=0

∆1∑

s0=∆0

{
π(2, s0, s1, `0, `1, x) · λI(s2|s1) · ϕ(c, `2|x, s2)

}
(5)

is received, moves over four macro-states that we callstages
of the ARQ process.

Stage 0 corresponds to receiving the feedback for an I
packet while its associated D packet is pending. The evolution
of the system from stage0 can take either of two paths,
according to the packet of interest being acknowledged or not.
In the former case, the system evolves to stage1, where a new
I packet is transmitted while the feedback for the D packet,
which was previously pending, is received. After this stage,
the system is bound to go back to stage0, where the packet
of interest is a new I packet and its associated D packet is
under transmission. In the other case, the evolution bringsthe
system to stage2, where the I packet is retransmitted; now the
two packets have the same identifierx, but they are reversed.
The system goes then with probability1 to stage3, where the
packet of interest is this retransmitted I packet, and another
newer I packet is pending. Again, after this stage the system
transits to stage0 where the feedback for this latter I packet
is received, and its associated D packet is transmitted.

In the following, this representation will be called the
macroscopic description of the system. The whole system
can be seen as a Markov chain, where together with the
ARQ stage and the channel condition, represented by variables
ς ∈ Z4 = {0, 1, 2, 3} and c ∈ X , respectively, we keep
memory of the characteristics of the two packets, namely their
size and their error level. We assign index1 to the packet of
interest and2 to the pending packet, and we denote withsi and
`i the size and the error level, respectively, of theith packet,
with i ∈ {1, 2}. It is easy to prove that the system is Markov.
In fact, the channel and the ARQ stage evolve following a
Markov process. The packet generation process is conditioned
to the size of the last generated I packet, an information
which is always kept in the system; thus, it is also Markov.
Finally, the error level depends on the channel evolution
and the packet size, according to the functionϕ introduced
in Section II, thus this part is Markov as well. Hence, the
system is fully characterized by the6-tuple(ς, s1, s2, `1, `2, c),
where the ARQ stageς is in Z4, the packet sizessj take
values frommin(Λ0,∆0) to max(Λ1,∆1), the error levels
`j are in ZL+1 = {0, 1, . . . , L} and c ∈ X . We denote the
corresponding steady-state probability asπ(ς, s1, s2, `1, `2, c).

IV. T HE SOLUTION OF THE SYSTEM MARKOV CHAIN

We are now ready to solve the system Markov chain
and subsequently compute interesting performance metricsfor
video transmission over wireless. We also outline how, with
effortless changes, the model can describe other techniques,
such as Type I hybrid ARQ, plain ARQ and FEC.

A. The steady-state equations

By looking at the macroscopic description, and making
use of the channel evolution and packet generation functions,
the steady-state probabilitiesπ can be written as satisfying
conditions (2)–(5) reported above.2

The equations are justified by the following observations.
The transitions to stage0 can come either from1 or from 3,
which justifies the sum of two terms in (2). The transitions to
stage1 must come from stage0 when the I packet of interest
is acknowledged, and this is why (3) contains a sum in`0
going from 0 to θI . The transitions to stage2, evaluated in
(4), imply that the I packet was previously not acknowledged
(thus`0 must be higher thanθI). Additionally, the error level
`2 is the result of combining two packets with error level`0
and `. Thus, the error level̀0 must also be greater than or
equal to `2. We recall thatsgn(`2) denotes the sign of̀2,
i.e., it is 0 if `2 = 0 and 1 if `2 > 0. The reason for this
term, and for the innermost sum, is that`2 = 0 can be the
result of any combination of packets with error levels`0 and`
which produces an entirely correct packet. The last equation,
(5), directly follows from the observation that stage3 is the
direct evolution of stage2. As in this case both packets are
of kind I, we useλI(s2|s1), since the length of the latter is
correlated to that of the former.

The system of equations written above can be solved by
imposing the additional condition that the sum of allπ’s is 1.
As will be shown in the following, deriving the steady-state
probabilities enables the computation of many interestingmet-
rics, which can be used to evaluate the system performance.
Prior to deriving them, we show that the framework is entirely
adaptable to other error control techniques. For example, plain

2For the sake of simplicity, we avoid reporting the limiting conditions on the
variables in the left-hand side of the equations. They can bederived in a trivial
but tedious manner from the stage label. For example,π(0, s1, s2, `1, `2, c)
requires thatΛ0 ≤ s1 ≤ Λ1 and∆0 ≤ s2 ≤ ∆1 since in stage0 they refer
to an I and a D packet, respectively, and similarly for the other stages.



ARQ, as well as Type I hybrid ARQ (which does not perform
any packet combination, thus in our framework is nothing but
a variant of plain ARQ), can be obtained by replacing (4)
with a simpler version, where there is no mention of the error
level `2 being generated by a packet combination, which is
not present in plain ARQ. Thus, instead of (4) we have

π(2, s1, s2, `1, `2, c) =
∑

x∈X

L∑

`0=θI+1

Λ1∑

s0=Λ0

{
π(0, s0, s1, `0, `1, x)

·λI(s2|s0) · ϕ(c, `2|x, s2)

}
(6)

We obtain FEC in an even simpler manner, by reducing the
macroscopic description to an alternation between stages0
and 1. Since pure FEC does not include any retransmission,
the system never transits to stage2 (and thus, neither to stage
3). The steady-state equations trivially follow.

B. Performance metrics

The average number of slots associated with a transition
of the system, denoted asτ , can be computed by summing
the steady-state probabilities weighted on the size of the first
packet. This corresponds to

τ =

3∑

ς=0

∑

s1,s2,`1,`2,c

{
s1 π(ς, s1, s2, `1, `2, c)

}
, (7)

where
∑

s1,s2,`1,`2,c

denotes a sum fors1, s2, `1, `2, andc over

their whole span, i.e., both̀i’s go from 0 to L, both si’s
go from min(Λ0,∆0) to max(Λ1,∆1), andc spans over the
whole setX , respectively.

We can also compute the average delayΩ to transmit a
GoP, including retransmissions. To this end, we writeπ(ς)
for the sum of all valuesπ(ς, s1, s2, `1, `2, c) with the same
stageς, and Λm and ∆m for the average sizes of an I and
a D packet, respectively. If the I packet is correctly received
at its first transmission,Ω is equal to the sumΛm + ∆m,
otherwise (with probabilityπ(2)) an additionalΛm is spent
retransmitting the I packet. Thus,

Ω =
(
1 + π(2)

)
Λm + ∆m , (8)

Another metric we introduce is the averagethroughput Θ,
as the amount of correctly delivered data per unit time. As we
assumed a saturated source,Θ is the average probability that
a unit of traffic gets through; to compute it, we look at the
macroscopic description of the hybrid ARQ system. When the
system is in stage0, we have two possibilities. If the I packet
of interest is acknowledged, we increase the throughput by its
size; moreover, in this case we also count the correct part of
the D packet as a further throughput contribution. Else, i.e.,
if the packet is not acknowledged, we do not count (yet) any
contribution. In stage1 we do not count any contribution, as
the D packet, provided that the I packet was correctly received,
has already been counted in stage0. In stage2 we learn if the
I packet which was in error in stage0 is now acknowledged.
If this is the case, we count it as a throughput increase, and so

do we for the correct part of the associated D packet (of which
we are still keeping memory). Otherwise, as both packets are
discarded, we do not count any contribution. As to stage3,
we do not sum any term to the throughput either, because the
former I packet has already been taken into account when the
system was in stage2 and the latter (if correct) will be when
the system reaches stage0.

We can formally write down this reasoning by summing
over the steady-state probabilities of the macroscopic descrip-
tion being in stage0 or 2 and dividing by the average transition
time τ , i.e.,

Θ =
∑

s1,s2,`2,c

τ−1
θI∑

`1=0

{[
π(0, s1, s2, `1, `2, c) (9)

+π(2, s2, s1, `2, `1, c)
][
s1 + s2

(
1 −

[`2 − θD]+

L

)]}
,

wheres1 ands2 are reversed between the terms for stages0

and2 since I and D packets are in inverse order; again
∑

s1,s2,`2,c

means to sum across the whole span of the indices.
In a similar manner we can compute thegoodput, denoted

as Υ and defined as the actual information content (rather
than the data including redundancy symbols as was for the
throughput) successfully transmitted per time unit. That is, we
weigh any successfully transmitted packet by its code rate.We
can proceed similarly to the above derivation of (9) and write

Υ =
∑

s1,s2,`2,c

τ−1
θI∑

`1=0

{[
π(0, s1, s2, `1, `2, c) (10)

+π(2, s2, s1, `2, `1, c)
][
s1

(
1−

θI

L

)
+ s2

(
1−

[`2−θD]+

L−θD

)]}

This metric computes the correctly delivered information
content bit-wise (or better, slot-wise). However, as the video
content consists of incrementally encoded frames, it may be
sensible to estimate the probability that an entire frame is
acknowledged, calledΨI for I frames andΨD for frames
belonging to a D packet (recall that each D packet comprises
multiple frames). To derive these probabilities, we proceed in
a similar manner as was done for the other metrics, but we
do not divide byτ , as we are interested in the probability
of correct delivery, not how long it takes.3 I packets can be
acknowledged at their first or second transmission according to
the ARQ stage being0 or 2, respectively, with corresponding
probabilities

ΨI1 =
∑

s1,s2,`2,c

(
π(0)

)−1
θI∑

`1=0

π(0, s1, s2, `1, `2, c) ,

ΨI2 =
∑

s1,s2,`1,c

(
π(2)

)−1
θI∑

`2=0

π(2, s1, s2, `1, `2, c) . (11)

Therefore, the probabilityΨI can be computed asΨI1 +
(1−ΨI1)ΨI2.

3Indeed, it could be taken into account that increasing the amount of time
required to deliver a GoP decreases the rate and therefore introduces additional
distortion at the encoder. However, this phenomenon is already characterized
by the evaluation of the goodput.



We proceed analogously for incremental frames, recalling
that they need the correct decoding of their I packet of
reference to be delivered. We also assume that the frame errors
within a D packet are uniformly distributed, so that if the
fraction of erasures in a D packet isY , then (1−Y ) of its
frames are correct. The joint probability of correct reception
of both a frame within a D packet and its I packet of reference,
after one transmission attempt for the latter, is

ΨD1 =
∑

s1,s2,`2,c

θI∑

`1=0

π(0, s1, s2, `1, `2, c)[L−max(`2, θD)]

π(0)(L−θD)

whereas the corresponding value when the I packet is at its
second attempt is

ΨD2 =
∑

s1,s2,`1,c

θI∑

`2=0

π(2, s1, s2, `1, `2, c)[L−max(`1, θD)]

π(2)(L−θD)

In the end, we haveΨD = ΨD1 + (1−ΨI1)ΨD2, where it
is taken into account that a D packet can be decoded only
when its related I packet is correct. Thus,ΨD is a joint
probability. The conditional probability that a D packet is
correctly decoded, given that the related I packet is correct, is
ΨD|I = ΨD/ΨI.

C. Analytical evaluation of PSNR

A more detailed quality evaluation for video content can be
performed by evaluating further effects due to video coding
and decoding, such as error propagation and concealment
[24]. Our goal here is to derive an evaluation metric, i.e.,
the Peak Signal to Noise Ratio (PSNR), which is more
commonly adopted in performance evaluation studies about
video quality than those reported before (which are instead
usual in ARQ studies). Therefore, we compute the Mean
Square Error (MSE) of the video sequence averaged over all
frames, and from this value we evaluate the PSNR defined as
PSNR = 10 log10(2552/MSE).

The framework that we use for the evaluation is a direct
extension of [7]. We briefly sketch it and then discuss how it
applies to our evaluations. In [7], the MSE of the received
video is seen as the result of summing multiple distortion
values, assumed to be uncorrelated, which is valid in most
practical cases. Hence, we writeMSE = De + Du, where
De is the distortion introduced by the encoder andDu is
induced at the decoder by residual errors, i.e., those due tothe
channel and which the error control techniques (ARQ and/or
FEC) were not able to solve. While [7] also evaluatesDe

analytically, we only focus onDu and assumeDe as constant,
as it does not depend on the error control technique applied.

A background assumption made in [7] to evaluateDu

is that pixel errors caused by wrongly decoded frames are
Gaussian. This works as a reasonable approach for the general
case of unknown video; furthermore, it has been extensively
validated by simulation, e.g., in [16], and also confirmed by
our evaluations. Moreover, it can be assumed that further
manipulations of the received signal performed by the codec
are linear and time-invariant, and thus can be represented
through the frequency responses of some filters. If this filtering

is applied iteratively, based on the central limit theorem,one
can expect that the impulse response of the filter also becomes
Gaussian after a sufficiently large number of iterations [7].

Denote withu the error caused by channel impairments on
the pixel values of any decoded frame. In our specific case,
as we treated channel errors as erasures,u follows from the
fact that missing frames are replaced by duplicating the last
correctly received frame [16]. Following [7], and per the above
discussion,u is taken Gaussian with zero mean and variance
σ2

u; this last value depends on the frame error rate, as will be
explained in the following. First, denote withF the number of
frames within a GoP. That is, the “intra” rate is1/F as everyF
frames, one is intra-coded. Due to incremental encoding, errors
propagate within a GoP, so that additional distortion is caused
on F−1 frames. In practical systems, errors propagate even
beyond a single GoP, but this effect is negligible in practice
[7]. The square propagated error at timet, for 0 ≤ t < F ,
denoted asσ2

P [t], is

σ2
P [t] =

1

2π

∫ +π

−π

|H(ω, t)|2 Φuu(ω) dω , (12)

whereH(ω, t) is a suitable transfer function andΦuu(ω) is
the power spectral density ofu.

In [16] Gaussian approximations are taken for both the
power spectral densityΦuu(ω), which has energyσ2

u, and
the magnitude of the transfer function in the baseband. The
related parameters can be specified according to the properties
of the decoder; e.g., we write|H(ω, t)| = e−t ω2σ2

f /2 , where
the value σf can be taken equal to0.5 in the case of
linear interpolation (as commonly used for half-pel motion
compensation). However, these valuesdo not depend on the
frame error rate; they can be simply derived a posteriori as
shown next. Plugging them in (12), after some manipulations,
we obtain [7]

σ2
P [t] = σ2

u

1 − tF−1

1 + γt
(13)

where the leakage factorγ∈[0, 1] depends on motion compen-
sation techniques. Thus, we computeDu as

Du = σ2
u

F−1∑

t=0

1 − tF−1

1 + γt
= σ2

uα (14)

where:α =

F−1∑

t=0

1 − tF−1

1 + γt
.

The summarizing termα, as discussed above, is not influenced
by the frame error probability. For the kind of analysis we are
concerned with, the only relevant part is the variance of the
error σ2

u, which instead clearly depends on the channel error
probability. In [7], which assumes a homogeneous frame error
rateperr, this dependence is modeled as follows. It is assumed
that all frames which are in error have the same varianceσ2

e ,
thus, as long asperr is limited (e.g.,perr ≤ 0.1), one can write
σ2

u = perrσ
2
e . The exact value ofσ2

e depends on several im-
plementation issues, such as packetization, resynchronization,
and error concealment, as well as the specific encoded video
sequence (static videos have low variance, whereas rapidly



changing scenes have higher values). However, similarly toα,
it does not depend on the channel.

We keep this assumption of a constant varianceσ2
e but,

differently from [7], which used a unique value for the error
probability, we can have a more precise evaluation thanks
to the fact that our analysis differentiates between I and
D packets. Thus, we treat the overall distortion due to the
decoding errorDu as the weighted sum of two terms,DI and
DD, i.e., Du = DI + (F − 1)DD/F . The former term is due
to lost I packets, the latter is determined byadditional losses
of D packets (recall that lost I packets cause the whole GoP
to be in error). We follow again a reasoning similar to [7] in
assuming that the contributions to the overall distortion can be
treated as uncorrelated and thus can be summed. To evaluate
each term, we use a variation of (14), as follows. To account
for errors on D packets, we take a termηD = ΨI(1−ΨD|I)/F
and we multiply it byσ2

e to obtainσ2
u. For errors on I packets

instead, we want to use a different approach, as they determine
the loss of the entire GoP, and thus a long sequence of errors.
This means that they have an even more acute decreasing effect
on the PSNR. Thus, we define

ηI = (1 − ΨI)F
(1−ΨI)F (15)

which again is meant as a multiplicative coefficient forσ2
e .

If ΨI is high enough, this can be seen as an “effective
error probability term.” This is a heuristic modification, which
is, however, justified by the observation that when we have
correlated errors and the average length of a burst of errors
is K, the probability of exiting from a burst of errors is1/K
[7], [11]. Thus, (15) accounts for an additional burst of errors
on the predicted frames, of lengthF . Collecting these results,
we deriveDu as

Du = ασ2
e

(1 − ΨI)F
(1−ΨI)F + (F − 1)/F ΨI(1 − ΨD|I)

F
(16)

whereασ2
e is a constant term which only depends on external

factors and just gives a constant bias in all PSNR measure-
ments. Hence, we adopt the same methodology of [7] and
derive it a posteriori.

V. PERFORMANCE EVALUATION

We numerically evaluate the framework discussed in pre-
vious sections within a specific scenario, to show the ability
of our model to derive quantitative insight. Following exist-
ing analytical characterizations, we consider proper Markov
models for the wireless channel and the video packet source
[9]–[11]. We also compare the results with the transmission
of a real video trace taken as the reference for producing
the analytical model of packet generation. Specifically, we
consider theForeman sequence (300 frames in QCIF format),
encoded in the MPEG-4 format with the default configuration
of the ffmpeg encoder [25], using a GoP length ofF = 15
frames (one intra-frame and 14 predictive frames).

A. Choice of the system parameters

The wireless channel is modeled as a two-state Markov
chain, withX = {0, 1}, where states0 and 1 mean that the

channel is “good” or “bad”, i.e., either correct or erroneous,
respectively, with probability1. This model is the same used
by many papers [7], [11] and was chosen because the channel
transition matrixP can be fully characterized by just two
parameters, namelyε = p01/(p10 + p01) and B = 1/p10,
which represent the steady-state channel error probability
and the average error burst length, respectively. The case of
B = (1 − ε)−1 corresponds to independent and identically
distributed (iid) channel errors. Finally, we consider an error
level quantization based onL+ 1 = 6 levels.

The video source is modeled according to [9], which has
been extended to take into account that each I packet maps an
intra-frame, and each D packet represents an aggregate ofF−1
predictive frames. Following [9] and based on realistic values,
we take I packets as following a steady-state truncated Gamma
distribution, where the size of an I packet is betweenΛ0 = 4
andΛ1 = 10 slots. Due to the discrete time axis, the Gamma
distribution becomes a negative binomial distribution. Hence,
the steady-state probability that an I packet occupiesj slots,
for j ∈ {Λ0, . . . ,Λ1}, was computed as a negative binomial
distribution of 3 successes, where the success probability is
0.4, as per [9]; the values of the distribution for lengths less
than Λ0 (or greater thanΛ1) are cumulated in the value for
Λ0 (respectively,Λ1).

The steady-state distribution values are replicated over all
the rows of aΛ1−Λ0 +1–square matrixQ. Thus, every entry
qij with i, j = 0, . . . ,Λ1 − Λ0, is equal to the steady-state
probability that an I packet has lengthΛ0 + j. To introduce
correlation among I packets, we follow again [9] and consider
a correlation factorρ (equal to0.8 in the numerical evalu-
ations). The actual transition matrix of the Markov process
generating the length of I packets is the result of a first-order
filtering between conserving the same length for the next I
packet with probabilityρ, and checking the transition on the
matrix Q with probability 1 − ρ. In other words, we can set
λI(j + Λ0|i + Λ0) = q̃ij , i.e., as the elements of the matrix
Q̃ = (q̃ij) = ρ I+ (1−ρ)Q, whereI is a (Λ1 −Λ0 + 1)-sized
identity matrix.

D packets are instead generated with length between∆0 =
8 and ∆1 = 40, according to a truncated and sampled
Gaussian distributionλD(t1|t0) with mean equal to2.8t0 and
standard deviation equal to0.5t0 slots, wheret0 is the length
of the corresponding I packet. The resulting average sizes of
I and D packets areΛm = 5.337 and ∆m = 14.943 slots,
respectively. When error correcting codes are employed on
the packets, their lengths are increased accordingly; e.g., if a
packet is coded with rateR, it becomes1/R times longer.

B. Compared techniques

We consider different error control techniques, classified
according to the following taxonomy. Recall that D packets
can be protected by FEC, but are not retransmitted. Thus,
if the same amount of FEC is used, the actual distinction
is made by the technique applied to I packets. If just plain
ARQ without any FEC is applied to I packets, we denote the
resulting technique as ARQ-0. A variant of this is achieved
by introducing FEC in the I packets, but still without applying
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Fig. 3. GoodputΥ versus the average slot error probabilityε for B = 3.

packet combining; thus, the resulting technique (limited to I
packets) is a Type I hybrid ARQ, and we denote it as ARQ-1.
If Type II hybrid ARQ is adopted, i.e., all packets are protected
with coding and I packets are retransmitted with incremental
redundancy packet combining, we have what we call ARQ-2.
Finally, another technique is introduced as a mixture of ARQ-
0 and ARQ-2, i.e., we combine packets in a Type II hybrid
ARQ fashion, but the first packet sent does not contain any
redundancy. As this technique is sometimes called Type III
ARQ [1], we denote it as ARQ-3. Together with these four
ARQ techniques we also implement a simple FEC scheme,
where no retransmission is performed and the flow is coded
without differences between I and D packets.

C. Numerical results

We consider first a scenario with a mildly correlated wire-
less channel, i.e., withB = 3, and variable average error
probability. In all the ARQ schemes, no error control is applied
to D packets, only I packets are protected by some technique,
as discussed above. In ARQ-1 and ARQ-2, the code rate for
I packets is4/5. The pure FEC scheme, instead, applies an
error-correcting code with rate4/5 to all packets.

Our analytical framework enables evaluating the throughput
Θ, reported in Fig. 2. It can be seen that ARQ-2 achieves
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the highest throughput; it is also worth noting that ARQ-3
achieves good performance, very similar to that of ARQ-1,
without using any FEC mechanism directly, but rather only
combining erroneous packets in a hybrid ARQ fashion. This
conclusion is confirmed and extended when looking at Fig. 3,
where the goodputΥ is reported. Here, the curves of ARQ-0
and ARQ-3, which do not include additional redundancy due
to FEC, are the same of Fig. 2, whereas ARQ-1, ARQ-2 and
FEC decrease accordingly. In this way it is visible that all
ARQ techniques perform better, for what concerns goodput,
than pure FEC. The scheme with highest goodput is ARQ-3,
but ARQ-2 still offers good performance and actually becomes
the best choice when the average error probability increases.

Fig. 4 reports the GoP delayΩ. ARQ-0 and ARQ-3 perform
identically, and so do ARQ-1 and ARQ-2, as they have the
same macroscopic evolution. Since they do not introduce any
redundancy on D packets, they outperform the constant delay
achieved by FEC, where every packet is protected with cod-
ing and always transmitted once. This result establishes that
ARQ-like techniques do not necessarily cause large delays;
therefore, it is not true that FEC is the only viable choice for
error protection, instead hybrid ARQ techniques with selective
retransmissions can achieve an even better delay performance.
The ARQ techniques considered here still do not protect D
packets; some FEC may be applied to them, which will cause
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the delay to increase accordingly. Nevertheless, there is some
margin to protect the incremental frames without raising the
delay too much (or at least, to perform comparably with FEC).

In Fig. 5, we also show the terms1 − ΨI and 1 − ΨD,
i.e., the error rates of I and D packets, respectively. To have
a clear representation, we omitted ARQ-0 and ARQ-1; their
performance is somewhat intermediate between the other ARQ
techniques and pure FEC. For D packets, the curves of ARQ-2
and ARQ-3 are almost identical, in fact they treat the D packets
in the same manner. Moreover, ARQ-3 and especially ARQ-2
outperform FEC. This quality evaluation can be translated into
a more common measurement of PSNR, which is reported in
Fig. 6 and also compared with simulation results for a realistic
video transmission. In this latter case, the packetizationat the
sender, the reconstruction of the video at the receiver and the
PSNR calculations were performed usingEvalvid [26]. The
simulated transmission of the video stream was performed on
the same Markov channel of the analytical approach, averaged
over a large number of realizations. During these simulated
runs, the packets which were in error after the application of
error control techniques were deleted from the stream, which
was subsequently decoded usingffmpeg; this procedure also
implements additional error concealment capabilities [24]. We
limit the plots to ARQ-2 and ARQ-3 as they are the only
ones falling within the validity range of the analysis (error rate
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below, or comparable with,10%). Indeed, the other techniques
fail to obtain a meaningful PSNR due to very high error rates,
so the curve will drop to0 almost immediately. Compared
with simulation results, our extension of the analytical PSNR
evaluation offers good accuracy.

The impact of channel correlation is investigated in Fig. 7,
where we reportΥ as a function ofB. It is emphasized that
error correlation impacts on the performance; the overall per-
formance is significantly changed from the iid case when even
a limited value ofB is considered. Especially, the application
of coding is shown to be less effective than retransmitting
the packet (which justifies why ARQ-3 performs better than
ARQ-2 apart from the iid case), as the latter technique can
better avoid error bursts. Other considerations can be drawn
by looking at the error rates reported in Fig. 8. In particular,
the error rate of I packets is shown to increase for higher
channel correlation. The curves for D packets have instead a
maximum around the point where the average burst length is
equal to the size of an I packet. Fig. 9 correspondingly shows
a decrease of PSNR for higher values ofB.

Finally, we evaluate the introduction of FEC on the D
packets in Figs. 10 and 11. Here, ARQ-2 is considered, but
similar results can be drawn for the other schemes. Besides the
case, already shown, with no FEC, we consider two values for
θD which correspond to applying codes to the D packets with
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rate 9/10 and 4/5 (the same as the I packets), respectively.
Protecting the incremental content with more FEC increases
the quality (Fig. 11) but at the same time decreases the goodput
(Fig. 10). A trade-off is present, which can be captured by our
model in an entirely modular manner, by simply tuning the
proper parameter. These results can be put in relationship with
Figs. 3 and 6, respectively, where the application of FEC to I
packets is considered instead (thus resulting in the comparison
between ARQ-2 and ARQ-3). It is worth noting that while Fig.
6 showed a significant quality improvement by increasing the
protection for I packets, the effect of error control techniques
on D packets is shown here to be marginal.

VI. CONCLUSIONS

We developed an entirely analytical tool based on Markov
chains to study error control techniques applied to video trans-
mission over wireless. The transmission process is modeled
by means of a Markov chain also including the channel state
and the packet generation process. Our general theoretical
approach is meant to capture the main characteristics of video
transmission over wireless from an analytical standpoint.

Our proposed approach can serve first of all as an evaluation
benchmark; for instance, in this paper we compared plain

ARQ, FEC and hybrid error control schemes in terms of
throughput, goodput, delay, and PSNR, and these assessments
were also verified by means of simulation. We were able to
disprove the misconception that ARQ-like techniques cannot
be used for video transmission over wireless due to excessive
delays. Actually, this was proven not to be true if retrans-
missions are limited to the intra-coded packets, which havea
key role in the video transmission. When such packets are
protected via ARQ with a limited number of transmission
attempts, the resulting hybrid ARQ schemes were shown
to better counteract the wireless channel impairments and
improve the overall perceived video quality. The presented
analytical framework is open to many applications, from the
formulation of general frameworks for the optimization of
modulation and coding to the evaluation of inherent tradeoffs
and the derivation of useful guidelines for video transmission
systems over wireless channels.
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