
1

Evaluation of Operation Policies for Energy
Harvesting Sensor Nodes with Variable Data Traffic

Leonardo Badia and Giulia Mansutti

University of Padova, Dept. of Information Engineering, via Gradenigo 6B, 35131 Padova, Italy

email: {badia,mansutti}@dei.unipd.it

(Invited Paper)

Abstract—We discuss a mathematical characterization of com-
munication devices with energy harvesting capabilities. We con-
sider a terminal powered both by an external source with time-
varying energy supply, and a battery with finite storage, and we
focus on their interaction. To this end, we make use of existing
stochastic models characterizing the operating policies that reg-
ulate data transmission. We extend such models by considering
data with various level of importance generated by the device
with variable rate at the edge of energetic sustainability. We show
that under these conditions the usual gap between efficient oper-
ating policies and simple greedy transmission becomes even more
relevant, thus justifying the need for an efficient management of
the energy resource in battery-constrained devices.

Index Terms—Battery management systems; wireless sensor
networks; green design; renewable energy sources; stochastic
processes.

I. INTRODUCTION

DURING the latest years, several technological improve-
ments have brought consumer electronics to unprece-

dented levels of penetration in everyday’s life. Smaller and
smaller microcircuits and highly advanced transmission sys-
tems have caused the development of pervasive (even wear-
able) and cheap devices capable of sensing and communicat-
ing, for both personal exchange of information and tasks such
as environmental control or health monitoring [1].

Such an ubiquitous deployment of WSNs must rely on
their ability of autonomic and unsupervised operation over
time. At the same time, the advantage offered by wireless
sensors to avoid the need for cables implies that the nodes are
normally battery-powered, which puts serious stress on the
battery capacity as a limiting factor [2].

A (partial) solution in this sense can be the exploitation
of external power sources through energy harvesting mecha-
nisms for solar, motion, piezo-electric, heat, aeolian, or other
renewable sources [3], [4]. The use of these energy inputs in
electronic devices is generally advisable to reduce pollution.
For battery-powered devices, such as wireless sensors, it is
also promising to enable longer operation.

Actually, energy harvesting mechanisms have advanced to
the point that future sensors are even thought to be battery-free
and just rely on such sources [5]. However, present-day energy
harvesting techniques are too erratic to guarantee reliable
operation and therefore the use of a battery is unavoidable,
especially in critical data sensing. At the same time, mobile
batteries may be inadequate to ensure a sufficiently long

lifetime of the devices without a recharging mechanism. Thus,
we argue that both energy harvesting mechanisms and batteries
are useful to provide the required power supply for data
sensing, processing, and transmission; however, they need a
proper coordination for their usage.

Energetic sustainability can be the bottleneck for the auto-
nomic operation of wireless networks, and it is important to
correctly understand the interplay between the energy source
and the battery. Especially, even in the presence of energy
scavenging, instantaneous usage of battery power must be
aware of its current availability [6], [7].

Rechargeable batteries accumulate and release energy when
it is more convenient, and are therefore able to filter the
often unpredictable and erratic process of energy scavenging.
The energy storage element can be seen as a buffer, and
the combination of arrival and service processes of data with
those of arrival and consumption of energy can be studied via
queueing theory and dynamic optimization [8].

Naturally, some difference with classic data queues arise
when extending the analysis to energy harvesting. Energy
is generated from the harvesting process and is drawn for
sensing and communication purposes, whenever needed. Its
usage depends on an energy-aware operation policy, which can
be thought as an algorithm for the management of these energy
buffers, depending also on the how important the data are and
how much energy is still present in the buffer. Also, while
data queue management should usually operate in a stable
regime, so as to avoid data overflow conditions, the energy
buffer should instead mostly avoid energy outage situations,
i.e., depletion of charge in the battery, which would make it
impossible for the sensor to operate. Also energy overflow is
to be avoided, since it would imply that the harvested battery
charge is not fully exploited as it could [7].

We show how the problem of optimizing the operating
policy, so as to avoid energy overflow or outage, is not trivial.
However, simple policies that exploit reasonable criteria and
are easy to implement in wireless sensors, are able to approach
(up to 98%) optimal efficiency of the policy. On the other hand,
the lack of energy-aware policies that properly harness the
underlying energy harvesting process can lead to significant
inefficiencies. In our investigated case, an aggressive policy
that does not consider at all the harvesting process, and just
transmits whenever possible, is shown to have significantly
lower efficiency, because it does not exploit the buffering effect
offered by the battery. Indeed, its performance is shown to be



poor, regardless of the maximum battery capacity. Also, such
a policy is shown to be often unable to transmit due to energy
outages, that plague the device under heavy data loads.

A more energy-conscious policy that just uses a balanced
consumption of the battery (i.e., does not transmit more data
than the energy arrival process), is instead asymptotically
efficient, i.e., reaches maximum throughput but only for very
high values of the maximum battery capacity, and does not
achieve full efficiency in realistic cases; thus, depending on the
maximum battery capacity, it may lead to significant losses.

Moreover, batteries involve more complex mechanisms than
just storing and drawing energy on-demand and without side
effects. We discuss how complications may arise due to
correlation in the energy generation process, and degradation
of the battery [9]. These aspects require a carefully planned
operating policy for the battery, and the goal of identifying a
low cost implementation for WSNs is a challenging task.

The rest of this paper is organized as follows. In Section II
we show a queueing model for devices with energy harvesting
capability. Section III reviews possible operating policies for
such devices, explaining how energy-awareness can be imple-
mented in practice. In Section IV we show some numerical
results, and in Section V we comment on possible directions
to extend this study. Finally, we conclude in Section VI.

II. SYSTEM MODEL

Consider a slotted-time system, where time slots are taken to
be unitary, so that, for k ∈ Z, we denote time interval [k, k+1)
as slot k. Widely employed models [3], [7] to represent an
energy harvesting device as a queueing buffer state that energy
is stored in the battery in the form of discrete atoms called
energy quanta, whose absolute value depends on the scenario
under consideration. The energy level at time k is denoted by
ek and takes values in the discrete set E = {0, 1, . . . , emax},
where emax ≥ 1 is the battery capacity.

At each time slot, the following events may happen: trans-
mission of data with the consumption of qk energy quanta, and
arrival of bk energy quanta scavenged from the environment.
Starting from the initial condition e0, the evolution of ek is

ek+1 = min
{

[ek − qk]
+ + bk, emax

}

, k ≥ 0, (1)

where [·]+ ! max{·, 0}. Since the energy generation is
erratic, bk is random; in this paper, we model it as an
independently identically distributed (i.i.d.) variable, taking
values in B = {0, 1, . . . , bmax} with mean η=E[bk]. We denote
η as the average harvesting rate.

Also, qk is the discrete number of energy quanta describing
the energy amount used by the sensor at time k to perform
an operation (e.g., transmitting a packet). The control space
is Q = {0, . . . , qmax}, for some 0 < qmax ≤ emax, so that
qk ∈ Q, ∀k. The parameter qmax reflects a physical constraint
on the maximum amount of energy that can be drawn from
the buffer at any given time.

Given the energy level ek and the decision qk, the following
two phenomena may occur due to (1). One, indicated as
energy outage, describes that the energy buffer becomes empty
if qk > ek, since the node runs out of energy before the

completion of the executed task. In other words, an energy
outage is caused by an attempt to draw more energy from the
battery than what is available. The other one, called energy
overflow, happens whenever bk > emax − [ek − qk]+, which
means that the energy buffer is unable to store all of the
harvested energy bk. This is a consequence of the limited
capacity of the energy buffer. Both events pose limitations
to the full utilization of the energy scavenging mechanism as
a way to provide autonomous operation for the sensor.

At time k, the amount of energy qk to be drawn from
the energy buffer is decided upon by an operating policy µ.
Formally, µ is a probability measure on the action space Q,
parameterized by the state of the system, which consists first
and foremost of the energy level ek but also includes past
events of energy arrivals, overflows, and outages. We will relax
this last assumption in the following.

For the sake of simplicity, we limit the analysis to the case
in which every arriving packet always consume exactly one
quantum of energy for transmission [7]. Thus, qk can be either
0 or 1, depending on whether the transmitter is active or not.
Actually, this assumption only marginally affects the analysis,
which can be re-scaled by including different amounts of
consumed energy, but the derivation of the system steady-state
probabilities becomes much easier. At the same time, we also
consider to have L types of packets that may arrive at the
transmitter, and therefore different rewards according to the
type of packet.

These differences are characterized by considering a set V
of cardinality L, which contains the values of the different
packets that may arrive at the transmitter. We also assume,
similar to [7], that the process that determines the values of
the packet is uncorrelated with the arrival of energy quanta.

We define the reward function G : V × E '→ R+ as

G(ek, vk) =

{

0 ek = 0
vkµ(ek, vk) ek ≥ 1,

. (2)

If ek = 0 the reward is 0, which models the inability of
the sensor to complete a task in case of energy outage.
Otherwise, a reward vk is accrued with probability µ(ek, vk),
i.e., whenever the operating policy dictates that the packet is
transmitted, in which case also an energy quantum is spent.

Under this definition of the system model, our goal is
to efficiently manage the energy in the device, despite the
unpredictability of the source and the limitedness of the battery
capacity. If the device did not have these limitations, it would
be able to always transmit data whenever needed. Since instead
the battery does not sometimes have energy to support the
transmission, eventually the achieved throughput will be lower
than the ideal case without battery limitations.

Thus, we evaluate the efficiency of the device, considered as
the ratio between the throughput achieved and its theoretical
maximum, which would be achieved if the device were always
able to transmit when needed. We also assume that the battery
behavior and the arrival process cannot be manipulated, the
only action Ak that can be applied at every time slot k is
the choice on whether to transmit or not, depending on the
importance of the data and the level of the battery charge.



III. OPERATING POLICIES

We define as the operating policy of the device, a criterion
µ(e, v) that determines the action (i.e., to transmit a packet
or not) given that the importance of the data to transmit has
value v and the battery level is e. The pair (e, v) describes the
system state. We assume that data, which are not immediately
transmitted, must be discarded; therefore, v is a value specific
to the present time slot. Also, we allow for the possibility that
no data packet arrives in a time slot, in which case v = 0.

For a policy µ, we can evaluate its performance through the
expected reward, computed as the average value of the packets
that the device is able to successfully transmit at the steady-
state [7]. In other words, we give a quantification of the service
that the device is able to provide under policy µ, when time
k → ∞. Also, note that for the sake of simplicity we limit
our attention to the set of simpler policies where action Ak

is just a function of ek and vk, i.e., the packet value and the
energy level at time k. Thus, we neglect past events of energy
arrivals, overflows, and outages. It would actually be possible
to define more cumbersome policies where also past history
of the state of charge matters. We argue that our simplifying
choice is enough to give most of the insights. At the same time,
it seems reasonable to assume that existing devices follow
similar approaches, because the inherently simple circuitry
of wireless sensor nodes does not allow to implement more
complex policies.

We assume that Ak ∈ {0, 1} and actions 0 and 1 cor-
responds to no transmission and transmission, respectively.
Thus, we can set µ(e, v) as the probability that the device
will transmit when the system state is (e, v), in which case
Ak = 1; similarly, Ak = 0 with probability 1− µ(e, v).

Given initial state S0, the expected reward for policy µ
should be evaluated through a complex computation given by

Ḡ(µ, S0) = lim
K→∞

inf
1

K
· E

[K−1
∑

k=0

AkVk

∣

∣

∣

∣

S0

]

(3)

where the expectation is computed on the variables {Ak, Vk},
and Ak depends on µ, as specified before.

However, according to [7], it is possible to simplify the
math, since the optimal policy has a threshold structure, i.e.,
it is

{

µ(e, v) = 1 v ≥ vth(e)

µ(e, v) = 0 v < vth(e)
(4)

where vth(e) is a proper threshold value defined depending
on the energy level e ∈ E , e *= 0. In other words, the device
shall transmit with probability 1 if the value of the data and
the energy level are both high enough.

Naturally, the exact derivation of the optimal threshold may
be quite complicated to derive, as discussed in [7]. Here,
we are more interested in choosing simple threshold policies,
whose definitions follow the theory also derived in that paper,
and see how they behave. It is worthwhile noting that, because
of these simplifications in the threshold setup, the achieved
reward will not be optimal. Still, it is possible to compare
the goodness of a policy in quite direct quantitative terms,
by measuring the actual average reward achieved. A more

efficient policy is in fact able to utilize the same amount
of received energy to transmit more valuable data. Also, we
investigate the role played by the erratic behavior of the energy
source and the data arrival process, which lead to an on-
line optimization process that may or may not be robust with
respect to the theoretical optimum.

For this comparison, we introduce three different poli-
cies: an “aggressive” policy that just involves transmission
whenever energy is available in the buffer, a threshold-based
“balanced” policy, and another “near-optimal” threshold-based
policy inspired by [7], which is shown to get the best perfor-
mance of the lot, by simply applying just few basic criteria,
namely to avoid outage and overflow of the battery as much
as possible, all with low-complexity procedure.

The aggressive policy is just a greedy strategy that my-
opically transmits any packet regardless of its value, simply
provided that the energy stored in the buffer allows for it. Thus,
µ(e, v) = 0 only in the case of an empty buffer. Formally,

µ(e, v) = χ{e > 0} with χ{·} a characteristic function.

Strictly speaking, also this policy is threshold based, but
with a trivial threshold vth(e) = 0 for all e *= 0. It is imme-
diate to realize that such an aggressive policy increases the
occurrence of energy outage events and leads to a frequently
empty battery. Thus, upon reception of an important packet,
there may be a significant chance that it will not be transmitted.

The balanced policy also uses a threshold criterion, where
the threshold is chosen so that the average consumption of
energy from the battery is identical to the arrival rate η. Thus,
the consumption is statistically balanced, and always lead to
a (marginally) stable system. However, the actual stability of
the system depends on the arrival process of energy; being it
erratic, unexpected outages are always possible.

More complex numerical derivations can be used to deter-
mine the thresholds for the balanced policy. For the sake of
simplicity, in the numerical results of this paper we always
considered an energy arrival rate η equal to the sum of the most
important kinds of packets, which means that these packets
always get to be transmitted, whenever possible, whereas
packets of lower importance are discarded. Formally, if vy
is the separating value for the packets we want to transmit
from those we do not, we obtain

{

µ(e, v) = 1 v ≥ vy

µ(e, v) = 0 v < vy.
(5)

Under this policy, consumption and generation of energy
quanta have the same rate, which makes the policy much less
aggressive than the previous one. However, also this policy
may be disadvantageous when a packet with low importance
(under vy) is received when the energy level e is very high, and
maybe also an energy quantum simultaneously arrives. The
policy dictates to discard this packet, even though it could have
been reliably transmitted. Also, it is intuitive to realize that,
compared to the aggressive policy, this balanced policy drives
the operating point of system much closer to the overflow
event, since it is a conservative policy that only transmit when
data are deemed worthy of the energy consumption.



Finally, we discuss a near-optimal, which is a threshold-
based policy that virtually represents a compromise between
the aggressiveness and the conservative balance of the previous
two policies, and therefore tries to avoid overflow and outage
at the same time. It is inspired from the policy proposed
in [7], where its theoretical properties have been proved. In
particular, its name derives from achieving a performance
sufficiently close to optimality; however, a truly optimal policy
would possibly require a complex search and dimensioning of
the transmission threshold, whereas this simplified policy just
uses simple threshold values that are easier to program into
computationally constrained small sensors.

Assuming emax ≥ L, this policy works conservatively, i.e.,
by transmitting only packets of the most important type L
when e = 1. This avoids energy outage, unless the packet has
very high importance value, so that it is preferable to transmit
it anyway. When the energy level is equal to emax, all packets
are transmitted. Otherwise, if the packet is of intermediate
importance, i.e., 0<v<L, and the energy level is also strictly
between 1 and emax, the packet is transmitted with a threshold
approach akin to that used under the balanced policy. For our
numerical evaluations, L = 3 (actually, there are 4 options,
also counting the case of no arrivals discussed later) and y = 2,
thus the near-optimal policy is











µ(1, v) = 1 v ≥ v3

µ(e, v) = 1 v ≥ v2, 2 ≤ e < emax

µ(emax, v) = 1 v ≥ v1

(6)

IV. NUMERICAL RESULTS

We consider a scenario with i.i.d. individual arrivals of
a packet, which need to be immediately transmitted at the
device. The model also includes the case where no packet
arrives during a certain time slot, which is represented by a
packet value v0 = 0, and which happens with probability
p0. We consider that a packet with value vj arrives with
probability pj , and L = 3 types of packets, with different
importance, are considered; thus, j can take values between 0
and 3. More specifically, the values of the packets are v1 = 1,
v2 = 2, and v3 = 4. For better readability of data, we always
consider p1 = p2 = 0.3, to reduce the number of variables.

Similar to data packets, also energy quanta arrivals are
represented by i.i.d. random variables; in particular we assume
that the arrival in a given slot is Bernoulli distributed with rate
η, meaning that either a packet arrives with probability η or
no packet arrives with probability 1 − η. In the numerical
evaluations, we always set η = p2 + p3. That is, we consider
packets with value 2 or 4 to be “important” data that need
to be transmitted whenever possible. Packets with value 1 are
instead less important data that could be avoided. However,
since the energy source is erratic, it may happen that the
device still transmits them. Our condition on η means that
transmission of all the data is not energetically sustainable, yet
there is (marginally) enough energy to support transmission of
only the important data.

The aforementioned three policies have been implemented
as Markov chains, taking the system state as comprising the
energy level of the battery e and the value of the packet under
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Fig. 1: Efficiency (normalized average reward) g(µ) as a
function of emax. Very frequent data arrival (p0 = 0.01).

transmission vi. In our case, during each time slot at most one
energy quantum can arrive and/or be used by the transceiver
unit. For this reason, the system can be seen as a Quasi-Birth-
and-Death (QBD) process [10].

It is easy to prove that this system admits steady-state
probabilities of being in a given state (e, v), which we denote
as π(e, v). In other words, at the steady state, the energy in
the battery is e and the current value of the packet arrived at
the sensor is v with probability π(e, v). From the steady-state
probabilities, it is immediate to compute the average system
reward according to (2). Actually, for better readability of the
results, we plot the following quantity:

g(µ) =
emax
∑

e=1

∑3
i=1 vi · π(e, vi) · µ(e, vi)

∑3
i=2 vi · pi

(7)

where the numerator is the average reward collected by adopt-
ing policy µ, and the denominator represent the theoretical
maximum reward achievable by our system, i.e., with sure
transmission of only packets with value 2 and 4. This result
in a normalized value between 0 and 1, which corresponds to
the highest system efficiency.

We first consider a case where data packets arrive almost
always, i.e., p0 = 0.01; consequently, there is also high
probability of arrival for important data, i.e., p3 = 0.39. The
results achieved for the three policies are reported in Fig. 1.
Simulation results are also plotted for comparison.

As visible from the plot, the aggressive policy is quite
ineffective in achieving high efficiency, and does not benefit
from a larger value of emax, which is reasonable, since
any energy in the battery is immediately used. The greedy
approach of this policy results in a loss of efficiency from the
optimum of about 18%.

The balanced and the near-optimal policies are both shown
instead to be asymptotically optimal, meaning that they reach
100% efficiency for emax → ∞. However, the balanced policy
reaches this asymptote with a slower rate, and for most values
shown in the plot is still far from full efficiency. For emax = 5
the gap is about 6%, for emax = 10 it is still higher than
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3%. Conversely, the near-optimal policies reaches for the same
values of emax an efficiency of 96.7% and 98.5%, respectively.

We now consider a higher value of p0 = 0.15, and therefore,
also a lower value of p3 = 0.25. In the following graphs, sim-
ulation points are not shown since they again exhibit excellent
agreement as in the previous case. This scenario of data arrival
is considered in Figs. 2–3. In particular, Fig. 2 shows the
normalized reward, analogous to Fig. 1. The trend is similar,
but the gap between simplistic policies and efficient energy
management widens. The greedy policy, in particular, is shown
to be highly inefficient. Also the balanced policy becomes
worse, since, with respect to the previous scenario, highly
valuable packets are less frequent (lower value of p3); the
balanced policy acts too conservatively and does not transmit
packets with lower value, thus wasting some opportunities to
accrue reward. Instead, the low-complexity policy confirms
its asymptotically good behavior and satisfactory performance,
since the average reward is around 98% already for emax ≈ 10.

Fig. 3 shows instead the outage probability, evaluated as the
steady-state case where e = 0, i.e.,

∑

v π(0, v). It is shown
that adopting the greedy policy leads to very frequent energy
outages and, remarkably, the value of emax has no impact on
the reward or the outage, since, as soon as there is energy in
the battery, it is used to transmit packets regardless of their
value. The balanced and near-complexity policies are more
energy-concerned, so they avoid outage more often. However,
the balanced policy does so only because it only transmits
important packets. In our scenario, where their arrival happens
with the same rate as the energy generation, still a non-
negligible outage rate is present, and its decrease is very slow
even in the presence of a high battery capacity emax. Indeed,
the figure shows a floor around 3% for the balanced policy
that decreases very slowly. Conversely, the near-optimal policy
achieves a very low outage rate, which asymptotically vanishes
when the battery capacity is large, but it is already acceptable
(below 1.5%) for emax ≥ 10.

To sum up, energy awareness is an important element
in the design of the operating policy. As discussed in the
following section, these improvements, which still involve

 0

 0.05

 0.1

 0.15

 0.2

 0.25

 0.3

 0.35

 0.4

2 5 10 15 20

 O
ut

ag
e 

pr
ob

ab
ilit

y

 Battery capacity emax

Greedy
Balanced

Near-optimal

Fig. 3: Outage (empty battery) probability as a function of
emax. Less frequent data arrival (p0 = 0.15).

some percent of the efficiency, may become dramatically
higher if other factors, such as correlated energy arrivals and
battery inefficiencies and failures, are taken into account.

V. POSSIBLE EXTENSIONS

The analysis and the results presented in the previous
sections considered an i.i.d. arrival process of packets and
especially energy quanta. Actually, correlation is naturally
present in the process of energy scavenging, e.g., through solar
or wind generators. It is even very relevant if we just assume
that mobile devices are being recharged at power sockets.
Indeed, it has been shown by [13] that correlation of the energy
generation process sort of amplifies the aforementioned loss of
efficiency of energy-unaware operating policies, and requires
to keep the state of the harvester into account. According
to this study, a loss of efficiency between 10% and 20%,
depending on the process, may be expected if correlation of the
energy generation process is not properly taken into account.

Another important aspect is that the entire analysis dis-
cussed earlier relies on a perfect estimate of the energy in
the battery. Actually, this may not be trivial at all. As argued
in [7], the estimation of the charge level for electrochemical
batteries is not a trivial task: an estimation bias up to 30%
may be present, due for example to temperature differences.
Also, online internal estimation procedures of the energy status
rely on computationally heavy procedures, and therefore are
inherently power-consuming themselves [11]. Thus, gaining
precise knowledge of the value ek may be unreliable or too
expensive. Fortunately, according to the results shown in that
paper, a coarse quantization of the energy levels may still
work with good precision if it is properly accounted for when
designing the operating policy of the device. The key rule of
a good operating policy, that is, to avoid energy outage and
overflow, is still applicable even in the absence of a precise
knowledge of the battery level, but just knowing whether the
energy in the battery is either low (at risk of outage) or high
(at risk of overflow).

Similarly, a degradation effect in the battery storage is also
present, which leads to instantaneous leakage and a long-



term degradation of the maximum capacity of the battery
[9]. In particular, degradation due to deep discharge is a
relevant problem for consumer electronics, whose often utilize
Li-ion batteries. Typically, the lifetime of such components,
quantified as the number of charge and discharge cycles that
can be supported, may change even of orders of magnitude
[12]. These degradation phenomena can be rather easily in-
cluded in the model discussed earlier, at the price of some
reasonable assumptions on the memory of such a process, and
at the price of causing an increase in the number of system
states. However, properly designed operating policies, which
not only avoid energy outage and overflow, but also account
for leakages and try avoiding deep discharges and subsequent
battery capacity degradation, can lead to near-optimal usage
of the devices and at the same time can significantly prolong
the lifetime of its battery [7].

All these elements are required to be kept into account in the
development of operating policies for WSNs, also considering
the need for low complexity and distributed implementations,
since they are supposedly implemented in common consumer
electronics. Note that we took a single-node perspective in this
paper, but these problems become even more relevant when a
network dimension is added. In this sense, theoretical studies
can be extremely useful to prove general properties of policies
for energy management, which may serve as guidelines for
development in real devices.

VI. CONCLUSIONS

We investigated the performance of different operation
policies for an energy harvesting device which operates under
erratic energy sources. We showed that aggressive transmis-
sion policies may cause considerable performance losses.
Moreover, even a balanced policy, which simply transmits
on average with the same amount of the energy arrivals,
may be inadequate; a performance loss of this policy is
observable, which increases with decreasing buffer capacity.
Close-to-optimal performance may be instead obtained via a
simple policy which just aims at avoiding energy outages and
overflows through a simple threshold setup.

At the same time, we also argued that the general problem
of managing the harvested energy in the wireless sensor
implies several challenges, depending on the mathematical
description of the energy arrival process, the knowledge of
the state of charge of the battery and the arrival process, the
characterization of battery leakage, and the degradation of the
battery lifetime due to too intense discharges.

The goal of future research is to combine all these issues
and address them carefully, also including the study of low-
cost and low-complexity implementations in relatively cheap
and widespread everyday’s devices.
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