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Abstract—A modern interdisciplinary analysis of social net-
works implies detecting and investigating relevant socio-
psychological linguistic markers that carry insight on the nature
and characteristics of the social discourse. Associating markers
to specific words is a further important step, allowing for an
even richer interpretation. By taking as a working example the
social discourse in Twitter, we propose a scalable method called
PageRank-like marker projection (PLMP) following a rationale
inspired by PageRank to fully exploit the interdependencies in a
semantic network, so as to meaningfully project markers from
a social discourse level (tweets) to its semantic elements (words).
The effectiveness of PLMP is shown with an application example
on calls to online collective action.

Index Terms—Data analysis; Computational linguistics; Pro-
jection algorithms; Social networking; Sociology-psychology;
#FridaysForFuture; #MeToo.

I. INTRODUCTION

Online social networks connect people and convey ideas
faster than every meeting platform, real or virtual [1]. Their
analysis can capture the zeitgeist and predict evolving trends,
but necessitates a strong crossbreeding among disciplines,
since it requires a balanced blend of quantitative analysis,
technological know-how, social sciences, and mathematical
formalization. The online corpus of micro-blogging platforms
is a melting pot of content, often very noisy and bubbly, that
challenges researchers to extrapolate underlying meaning with
analytical methods [2]. The specific challenge tackled within
the present paper is the projection of socio-psychological lin-
guistic markers from the holistic perspective of the social dis-
course to its semantic elements, specifically words. Building
on a seminal proposal available in [3], we propose PageRank-
like marker projection (PLMP), a technique that cohesively
accounts for these inter-dependencies in the semantic network.
In PLMP, a bipartite network of Tweets/words is stimulated by
a PageRank-inspired approach [4], [5] that lets the information
freely flow through the network interdependencies. Unlike the
standard PageRank, an update matrix that is row-normalized
(as opposed to column-normalized) is used to preserve coher-
ence with the final aim. Mathematically proving its exactness
implies a number of complicacies, that can be managed along
the lines of [6], with proper modifications.

We tested PLMP on two online collective actions hap-
pening on Twitter: (1) #MeToo (October, 2017): a social
movement encouraging sexual harassment victims (usually
young women) to break the silence; and (2) #FridaysFor-
Future (August, 2018): school strikes demanding action from
political leaders to prevent climate change. We investigate
the rhetoric of online calls to action in the social discourse
within these scenarios, capturing the structural changes of the
semantic network revolving around these topics. We show
through PLMP that the pertinent keywords have a translational
change in relevance and meaning, which reflects in a better
information flow enabling the collective action. Furthermore,
we demonstrate how PLMP is able to highlight significant
differences in the two calls to action.

The rest of the paper is organized as follows. In Section II
we identify the semantic networks under study and detail
the socio-psychological linguistic markers that can be auto-
matically extracted from it. Section III introduces the PLMP
approach, by further comparing it to a number of alternative
solutions (based on the same idea) that however turned out
to be less reliable. Its application to the analysis of a call-to-
action is given in Section IV. Section V concludes the paper.

II. PRELIMINARIES AND TOOLS

A. Dataset

Among the social media, we chose Twitter as a well suited
reality mirror for our analysis [1], because of its widespread
usage and the option to easily access data through its APIs.
The corresponding semantic network can be differently struc-
tured to coherently relate to the specific target of the study.
Unlike the common approach of building a bipartite graph of
tweets and hashtags [7], we rely on a representation where
tweets are connected to all the words that appear inside them,
so as to better capture the inter-dependencies between words
in the social discourse. We limited our scope to tweets in the
English language, and we sampled two groups of 5000 tweets
before and after a main call to action, in two contexts:
(1) #MeToo – Tweets from the @UN Women pages in the
two periods April 1-June 30, 2017 and April 1-June 30, 2018;
(2) #FridaysForFuture – Tweets in the two periods March
1-April 19, 2018 and March 1-April 19, 2019 by using the
neutral hashtag #climatechange in the search [8].IEEE/ACM ASONAM 2022, November 10-13, 2022
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(a) agency in isolation (c) PLMP agency projection(b) agency projection [3]

Fig. 1. Agency methods (#MeToo, nouns only): node size is proportional to the PageRank value in the network, color corresponds to the level of agency.

After getting a significant corpus to read as a semantic
network, identification and marking was achieved by means
of Python’s part of speech (POS) non deterministic tagger [2],
[9]. We applied a post-processing where: all words not tagged
as nouns, adjectives, adverbs, or verbs were discarded; con-
tracted forms were expanded and non meaningful composed
words were split; stopwords were removed. The remaining
words were lemmatized preserving the associated POS tag.

B. Linguistic markers

The resulting semantic networks were analyzed under a
socio-psychological lens that defines a collective action as
any effort addressing a common goal that surpasses the indi-
vidual interest, to improve group’s conditions [10]. The most
relevant socio-psycological drives for engaging in collective
action, recognized in [11], correspond to the ideas of social
identity and collective efficacy, i.e., associating with the topic
or consider it important, and believing that the actions can
contribute to a broader change. They match with the socio-
psychological concepts of affiliation and agency [8], which
can be inferred from tweets by means of Linguistic Inquire
and Word Count (LIWC) 2015 [12], a well-established tool for
detecting linguistic proxies of psychological processes in text
samples [13]. LIWC performs a dictionary-based quantitative
content analysis where every message receives a score on
several categories derived from the number of words belonging
to the specific category adjusted for the total number of words
within the message. The LIWC “affiliation” entry was used,
while a proxy for agency was identified [8], [14] as the average
of “power,” “achieve,” “reward,” “insight,” and “cause.”

III. PROJECTION METHOD

A. The PLMP approach

Projections of social interconnections and relationships re-
quire carefully crafted solutions depending on the context [15],
[16]. We review the problem at hand and illustrate the PLMP
solution with the help of Fig. 1 by taking as a reference
the projection of agency on nouns in the #MeToo call to
action (2018 data). Fig. 1.(a) depicts in different colors the
level of agency in the absence of a social discourse, i.e., it

measures the in isolation agentic meaning of nouns as inferred
from applying LIWC to single words, without resorting to
the social discourse expressed by tweets. We let vector m̃w

(words markers, in our case agency) carry these in isolation
information values. The limit of such an approach is evident
in that, in a specific context (e.g., the @UN Women feminist
discussion on Twitter) some words that are neutral in agency
might carry a high level of agency that is driven by the social
discourse (e.g., the word woman). That is, the agency assigned
to words in isolation does not capture the agency conveyed
in the complexity of a social discourse. As a consequence,
we argue that the level of agency is better captured through
its context-based extraction of meaning within the semantic
interaction of tweets. We let vector m̃t (tweets markers) carry
this context-specific information. Our aim is to identify an
algorithm that reliably assigns agency to words by accounting
for the information available from both m̃w and m̃t.

To this end, we aim to exploit the indirect effect of socio-
psychological markers, in the form suggested by the PageRank
algorithm [4], [5], i.e., by letting information (iteratively) flow
through the semantic network. This corresponds to declaring
that words are affected by the average values contained in the
tweets they belong to, and, conversely, that tweets are affected
by the average values of the words they carry. If we denote
the (nonnormalized) adjacency matrix linking words to tweets
as B, then averages can be inferred from matrices

B1 = diag((B1)−1) ·B
B2 = diag((BT1)−1) ·BT ,

(1)

which are the row-normalized and the column-normalized-
and-transposed counterparts to B, respectively. The above
rationale can be formalized through the steady-state equation[
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where α ∈ (0, 1) is a mixing parameter that controls the
spreading of information. Incidentally, (2) directly works on



the bipartite network, this being a particularly welcome ap-
proach that avoids a projection onto a network of words, which
would conversely discard essential information [17].

A solution to (2) can be obtained by a standard power
iteration method, by successively applying

mk = αMmk−1 + (1− α)q , (3)

starting from the initial state m0 = q, a necessary initializa-
tion to convey the correct solution. We note that, although (2)
appears to be a standard PageRank equation, here matrix M
is row-normalized and not column-normalized, which implies
a number of technical complicacies for proving the exactness
of (3) as well as for assessing the validity of (2). We discuss
these technical aspects in more detail in Section III-B.

The result of PLMP is graphically shown in Fig. 1.(c), while
Fig. 1.(b) displays the outcome of the state-of-the-art solution
[3], which corresponds to mw = B1m̃t. Note how PLMP is
able to combine the agency in isolation of (a) and the one-
hop projection [3], in such a way that words that are agentic
in themselves keep their agency level, see the darker colours
in Fig. 1.(a) and (c), and so do words that acquire agency from
the social discourse, as can be inferred from the comparison
of Fig. 1.(b) with (c). Interestingly, thanks to the flow through
the semantic network, some words acquire more agency from
the social discourse under PLMP than under [3]; e.g., compare
the word right in Fig. 1.(b) and (c).

B. Sketch of the proof

We investigate the solutions to the steady-state equation (2)
for a row-normalized square matrix M , i.e., M1 = 1, and for
q ≥ 0, q 6= 0. Assume that M is irreducible, which is the case
of interest in our context, and the mixing parameter α lies in
the open range (0, 1), then mimic the PageRank analysis of [6],
with proper modifications due to the different normalization
of M . Let v be the left eigenvector corresponding to the right
eigenvector 1, i.e., related to eigenvalue 1. From the Perron-
Frobenius theorem [18], without loss of generality we assume
that v > 0; then, (2) provides

vTm = α vTM︸ ︷︷ ︸
vT

m+ (1− α)vTq , (4)

so that vTm = vTq > 0. This allows rewriting the steady-
state equation (2) in the form

m =

[
αM + (1− α)qv

T

vTq

]
︸ ︷︷ ︸

M 1

m , (5)

where matrix M1 satisfies vTM1 = vT by construction, i.e.,
vT is a left eigenvector of M1 associated to eigenvalue 1.
The corresponding right eigenvector, providing the solution
m, is instead different from 1. Since the irreducibility property
on M implies that also M1 is irreducible, then the Perron-
Frobenius theorem ensures that the eigenvalues of M1 satisfy
|λ| ≤ 1, and that eigenvalue 1 has multiplicity 1.

The left eigenvector v can be then used to characterize
the right eigenvectors of M1. Let the Jordan form of M1

(a) correlation among methods (b) correlation with PageRank
Fig. 2. (a) Pearson’s correlation matrix comparing projection methods and (b)
their relation with PageRank centrality; all values are statistically significant.

be M1 = RJR−1 where R collects the (generalized) right
eigenvectors of M1, and, conversely, R−1 collects the right
eigenvectors. We have

vTM1︸ ︷︷ ︸
vT

R = vTRJ , (6)

and therefore vTR(I−J) = 0. Since in M1 there is only one
eigenvalue equal to 1, this implies that all right eigenvectors,
but the one related to v, satisfy vTri = 0. Hence, we have

M1ri = αMri + (1− α)qv
T

vTq
ri = αMri (7)

so that the right (generalized) eigenvector ri of M1 is also
a right (generalized) eigenvector of αM , and as such it is
related to an eigenvalue |λi| ≤ α. Thus, the eigenvalues of
M1 include 1 as well as other eigenvalues with absolute value
smaller than or equal to α. This ensures the convergence of
(3) to the desired solution; observe the importance of setting
m0 = q to guarantee vTmk = vTq throughout the iterations.

C. Algorithm comparison

To fully assess the validity of the PLMP method, we
compare it with a few meaningful alternatives based on either
[3] or the PageRank rationale. These further approaches added
to those displayed in Fig. 1(a)–(c) are as follows.
(d) We apply [3] to the sub-network of words whose (pro-
jected) adjacency matrix takes the form Mw = B1B2 [19],
so that agency projection is inferred from mw = Mwm̃w.
(e) If we generalize the inspiration from PageRank of (d), we
get a steady-state equation mw = αMwmw + (1 − α)m̃w,
which gives rise to another different approach.
(f) Conversely, if we exploit m̃t in a PageRank-like context,
we obtain a projection M t = B2B1 on tweets, and have

mt = αM tmt + (1− α)m̃t

mw = B1mt .
(8)

The inter-dependencies between the approaches (a)-(c) of
Fig. 1 and the alternatives (d)–(f) are available in Fig. 2(a),
showing Pearson’s correlations between different options. The
best balance between the in isolation information (a) and the
one hop spreading [3] (b) is provided by the PLMP method.



(a) agency increase, #MeToo (b) affiliation increase, #MeToo (c) affiliation increase, #FridaysForFuture

Fig. 3. Graphical representation of the increase of agency (left) and affiliation (right) in both #MeToo and #FridaysForFuture, using the prestige measure (9)
and the PLMP method: node size is proportional to the PageRank value in the considered network, while the color corresponds to the prestige level.

Fig. 2(b) further investigates the relation with the network’s
PageRank centrality, showing an absence of correlation that,
especially for approaches based on a PageRank-like approach,
is a guarantee of adequateness as it shows that the flow of
agency through the network is not redundant with the nodes
centrality. The consistency of Fig. 2 over different semantic
networks recommends PLMP as the most reliable solution.

IV. EXAMPLE: CALLS TO ACTION

An application of the PLMP method is illustrated in Fig. 3
with respect to the two fundamental markers of agency (left)
and affiliation (right). Both outcomes for names and verbs are
separately shown in Fig. 3. The semantic networks displayed
refer to tweets published after the main event, and colors
highlight the increase of agency with respect to the semantic
network built on tweets published before the main event.
Specifically, the color is set according to the prestige measure

p =
mpost −mpre

mpost +mpre
, (9)

that is positive (dark color) if we observe an increase in the
PLMP value (i.e., if the marker is bigger after the event); the
darker the color, the more relevant the increase.

As shown in Table I, the average per-tweet levels of both
agency and affiliation increase for both calls-to-action, with

TABLE I
IMPACT OF THE EVENT ON AGENCY AND AFFILIATION

#MeToo pre post variation
agency 1.67 1.83 +9.7%

affiliation 3.33 3.70 +10.9%

#FridaysForFuture pre post variation
agency 1.56 1.65 +6.1%

affiliation 2.09 2.29 +9.5%

a slightly stronger trend for #MeToo, and all the increases
being statistically relevant. Fig. 3 shows a difference in the
way these increases relate to words. In #MeToo, the collective
action markers increase is strongly associated with central
words in the social discourse (e.g., woman, speak, equality,
change, achieve, violence). Instead, most of the central words
in #FridaysForFuture are not strongly associated to an increase
in agency/affiliation (see their brighter colors). This effect
is investigated in Fig. 4 showing a dependency between
the PageRank centrality of words and their agency/affiliation
increase, which is especially evident for highly ranked words.
The environmentalist call to action #FridaysForFuture is char-
acterized by an enhanced agency/affiliation in negative relation
with PageRank (B=− .34), whereas the feminist call #MeToo
features an increase in agency/affiliation as the words acquire
importance in the discourse.



Fig. 4. PageRank centrality of words (after the main event) vs. agency (above)
or affiliation (below) increases in #MeToo and #FridaysForFuture.

The statistical reliability of this result was verified by
running a mixed full-factorial linear model [20] associat-
ing the increase in agency/affiliation (nested within words,
which was included as a random factor) with the collec-
tive action (#MeToo or #FridaysForFuture) and the PageR-
ank centrality of words post the event. This shows that,
compared to #FridaysForFuture, #MeToo changed more over
time, F (1, 5391, 9) = 156.66, p < .001. We also observed
more change in affiliation than in agency, F (1, 2455) =
131.15, p < .001. The interaction between the two effects,
F (1, 5335.7) = 92.19, p < .001, showed that the change over
time is striking for the increase of affiliation in the #MeToo
movement. Furthermore, the increase in both projected agency
and affiliation is linked to PageRank in a different way
according to the call to action, F (1, 5464.5) = 5.01, p < .001.

Figs. 3 and 4 capture a structural difference between the
two calls. #FridaysForFuture appears as a sparser discourse
that concentrates the increase in agency and affiliation on the
periphery of the speech (lower PageRank centrality). #MeToo
is instead characterized by very prominent hub words (e.g.,
women, associated to a PageRank value twice that of the hubs
in #FridaysForFuture) embedded in the socio-psychological
features of agency and affiliation. This result allows a finely
tuned characterization of the rhetoric of movements, which
may offer novel insights into social influence phenomena.

V. CONCLUSIONS

We proposed PLMP, a method to extrapolate holistic in-
formation from a semantic network by mapping linguistic
markers onto the network elements, i.e., the words. PLMP
exploits a PageRank-like rationale to capture the network inter-
dependencies, hence better tracking the subtleties of the social

discourse. Its application to the study of calls to collective
action revealed that PLMP is able to characterize many call-
specific aspects. Future studies may investigate if these proper-
ties are replicated in other calls focusing on human rights (like
#MeToo) or scientific matters (like #FridaysForFuture). It is
nevertheless relevant that, comparing the alternative methods
of Section III-C, only the methods built upon a PageRank-like
flow, namely PLMP and method (e), are able to capture this
fine characterization in a statistically reliable way (i.e., p < .05
in the tests), confirming the validity of our approach.
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