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Abstract. Spherical reprojection was introduced in omnidirectional vi-
sion mainly to simplify the projection model for single-viewpoint cata-
dioptric sensors. It was then extended to omni-stereo systems to per-
form 3D information recovery and disparity map estimation. Although
the same rectification technique has already been exploited also to the
classical stereo-vision problem, no one has described its natural appli-
cation to Hybrid Dual Camera Systems yet. This is what we are going
to highlight in this paper by presenting all the geometrical relationships
characterizing such systems. A critical assessment of some practical re-
sults is also reported in the last section.

1 Introduction

In the last decade some investigations on hybrid dual camera systems have been
made [1–7]. The joint use of a standard moving camera and of a catadioptric
sensor provides these sensors with different and complementary features: while
the traditional camera can be used to acquire detailed information about a lim-
ited region of interest (as in human “foveal vision”), the omnidirectional sensor
provides wide-range, but less detailed, information about the surroundings (as
in human “peripheral vision”). This class of vision systems can be applied to
tasks such as video surveillance and mobile robot navigation. Their particular
configuration makes it possible to define several different strategies to control
the orientation of the standard camera; for example, scattered focus on differ-
ent objects permits to perform recognition/classification tasks while continuous
movements allow for tracking moving objects. Three-dimensional reconstruction
based on stereo vision is also possible, although less directly than when standard
stereo configurations are used.

Stereo vision algorithms need to find homologous projections of a certain
point on a stereo image pair in order to be able to estimate its position in the
3D space. To simplify this search problem, reducing it to a mono-dimensional
search, most known algorithms rely on homography-based epipolar rectification
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techniques (referred to as planar rectification) which ensure that an image pair
is obtained, which has corresponding (straight) epipolar lines at the same y
(or x) coordinate in both images. Unfortunately, planar rectification has many
limitations and, especially when the two cameras are heavily misaligned, recti-
fication may produce unbounded or badly deformed images. Obviously, this is
not a problem when dealing with standard stereo rigs which ensure a good cam-
era alignment; unfortunately, this is not the case when dealing with hybrid dual
camera systems, essentially because of the different nature of the two cameras
and because of their relative positioning. Not least, the rectification of images
characterized by very large fields of view on planar surfaces could result in the
introduction of major detail deformation, making the use of classical feature
matching techniques impossible.

Although the concept of spherical rectification for depth estimation is not
new, recent work have tried to highlight its suitability for omnidirectional cam-
eras, or camera equipped with fisheye lenses, [8, 9], as well as for dual PTZ cam-
eras systems [10]. Reported results are promising, also for the possible generation
of depth/disparity maps based on the images obtained with this rectification.
Even more interest about this technique could arise once equiresolution cata-
dioptric sensor (see for example [11, 12]), which intrinsically capture spherical
images, will be more spread and popular.

In this paper, we would like to show how the spherical image rectification
procedure can be easily applied also to hybrid dual camera vision systems. In the
next two sections, supposing that the reader is confident with classical stereo,
epipolar and catadioptric geometry, we present all the details needed to under-
stand this technique, while in sections 4 we present some results we obtained
using both synthetic and real images.

2 Geometrical Framework

Without loss of generality we suppose that the catadioptric sensor be placed
above the other camera without any constraint in their relative positioning (see
figure 1).
Let Oo be the single viewpoint of the omnidirectional camera and Ot be the
viewpoint of the traditional camera. Suppose that, at any time, we are able to
derive, from the calibration data, the coordinates of Oo and Ot with respect to
the global reference frame w that is centered in Ow, as well as the orientation
matrices w

o R = [wxo
wyo

wzo] and w
t R = [wxt

wyt
wzt]. Under these conditions,

the baseline L of the stereo-system can be easily computed as the length of the
segment OoOt, i.e. L = |OoOt|. Furthermore, we define a reference frame s
centered in Os ≡ Ot to be used for spherical rectification: its orientation can be
expressed by w

s R = [wxs
wys

wzs] where:

wzs =
wOo −

wOt

L
, wys = wzs ×

wzt,
wxs = wys ×

wzs (1)

This way, zs is parallel to the baseline and the azimuth of zt with respect to the
frame s is zero.
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Fig. 1. Geometrical framework for the spherical rectification of the images acquired by
the dual camera system.

Imagining the two sensors to be spherical cameras with the image planes

defined by the unit spheres centered in Oo and Ot and aligned with frame s,
we have the four epipoles at e1,2 = (Oo ± zs) and e3,4 = (Ot ± zs). Considering
a point P ) in the free space, the epipolar plane Π(Oo,Ot,P ) intersects the
unit spheres at vertical great circles with constant zenithal angle. Moreover, the
segment OoP intersects the upper sphere at (φo, θo), while OtP intersects the
lower sphere at (φt, θt) (coordinates being in the form (zenith, azimuth)).

Considering the half of the epipolar plane Π(Oo,Ot,P ) characterized by
azimuth θo = θt, we have the situation depicted in figure 2: the point P and the
two viewpoints form a scalene triangle of which we can measure one side (the
baseline L) and the two angles α and β. In fact, the coordinates of P in the two
spherical images are directly related with the zenithal angles φo and φt and with
the azimuthal angles θt and θo (not visible in figure 2) as aforesaid.

Hence, once φo, φt and θt (or θo) are meaasured, we can estimate the side
a of the triangle and write the point P in spherical coordinates referred to the
system’s frame s as:
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Fig. 2. Geometrical relationships on a generic epipolar plane Π(Oo, Ot, P ): the ASA

theorem can be applied to the scalene triangle
△

ABC to solve for side a (or b).

rs =
L sin φo

sin (φo − φt)
, θs = θt = θo, φs = φt (2)

which becomes the following (after a brief reorganization) in Cartesian coordi-
nates:

xs =
L cos θt

cot φt − cot φo

, ys =
L sin θt

cot φt − cot φo

, zs =
L cot φt

cot φt − cot φo

(3)

It could be noticed that the common term L
cot φt−cot φo

in equation 3 corre-
sponds to the distance between the point P and the baseline L.

Therefore, sP can be expressed in the global reference frame by applying the
roto-translation which describes the stereo system:

wP = wRs
sP + wOs (4)

3 Spherical Rectification

To proceed with the spherical rectification of the two images, we have to define
an equiangular sampling grid on the unit sphere, taking the frame s as reference
for the spherical coordinate system. To completely specify this grid, all we need
is the number of samples (cells) along with the azimuthal and zenithal directions:
let them be nθ and nφ, respectively. We obtain a nθ × nφ grid with a θ-step of
2π/nθ and a φ-step of π/nφ: to obtain “squared” cells it is thus necessary to
set nθ = 2nφ. The spherical coordinates of the sample at row i and column
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j are then
(

θ-step(i + 0.5), φ-step(j + 0.5)
)

. This sampling grid can finally be
unwrapped on a planar surface to get a regular grid with squared “pixels”: these
pixels must be filled with appropriate color values to be taken from the images
acquired by the sensor.

To this aim we have to consider two different sampling grids, RIo and RIt,
superimposed on the unit spheres centered in the two single-viewpoints. Further-
more, it is necessary to have two projection functions able to relate the coordi-
nates of a point P in the space, or merely its projections on the unit spheres,
with the coordinates of its homologous representations in the omnidirectional
image, OI, and the traditional image, OT , acquired by the stereo-sensor. Let
them be fo : R

3 → Po and ft : R
3 → Pt, with Po and Pt being the set of all

pixel belonging to OI and OT respectively. In the end, the two grids can be
filled by means of the following relations:

I
(

RIo(i, j)
)

= I
(

fo(P oi,j
)
)

, ∀i, j ∈ N, 0 ≤ i < nφ, 0 ≤ j < nθ

I
(

RIt(i, j)
)

= I
(

ft(P ti,j
)
)

, ∀i, j ∈ N, 0 ≤ i < nφ, 0 ≤ j < nθ
(5)

being

P oi,j
= Oo + cartesian

(

1.0, θ-step(i + 0.5), φ-step(j + 0.5)
)

P ti,j
= Ot + cartesian

(

1.0, θ-step(i + 0.5), φ-step(j + 0.5)
) (6)

and cartesian(r, θ, φ) : R
3 → R

3 the classical function that converts spherical
coordinates into Cartesian ones. Obviously, knowing the optical aperture of the
traditional camera, zt and consequently narrowing the range of i and j, it is
possible to generate rectified images limited to the common field of view of the
two cameras, hence saving a lot of computation time.

This procedure could clearly produce the loss of information or the intro-
duction of a certain noise depending on the resolution chosen for the rectified
images: the number of cells on the grids should hence be carefully chosen. Fur-
thermore, a more sophisticated procedure than the one reported in equation 5,
which exploits also some interpolation techniques, should be employed.

It is worth noticing that there are no restrictions for fo and ft since they can
be either exact closed-form projection function or some polynomial approxima-
tion. In particular, fo could be the mapping function proposed in [13] or could
be like the ones proposed, for example, in [14, 4].

4 Experimental Results

To assess the effectiveness of spherical rectification applied to Dual Camera
Sensors, we performed several tests involving both image reprojections, to verify
the correct correspondence among epipolar lines, as well as 3D point coordinate
reconstruction, to assess the evaluation error. This should be mostly due to the
noise introduced by image quantization and to non-exact data obtained from
the calibration procedures.
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4.1 Synthetic Images

Prior to switch to real-world images, we wanted to work in a synthetic environ-
ment, to ensure a reasonable confidence about geometrical data such as camera
placement and orientation, lens distortion, object positions and dimensions, etc.
To do so, we simulated a 3D environment using POV-Ray4.

Figure 3 shows the two images, obtained by a simulated dual camera system
through which it is possible to observe a very simple virtual room: the one on the
left derives from a hyper-catadioptric camera that was placed above a traditional
camera which points slightly below the horizon line and captures the right image.
It is worth noticing that no particular constrictions were taken into account in
setting the relative placement of the two cameras. Without listing all geometrical
characteristics of the system, which would be of no interest here, we only show
the rectified image pair for the whole sphere and for the common field of view
in figure 4: as can be seen from the detail, epipolar lines are perfectly aligned
and oriented along the vertical axis as expected.

Fig. 3. Omnidirectional image (left) and traditional image (right) acquired by a virtual
dual camera system in a synthetic room.

To better evaluate this result we also estimated the 3D position of the encir-
cled corners belonging to the black squares visible in figure 4 (right): estimation
results are reported in table 1 along with the ground truth values. Consider-
ing noise introduced by image quantization, that no interpolation methods were
used to generate images, and that the omnidirectional has lower resolution than
the traditional one, we can state that the spherical reprojection technique is
suitable and effective also for Hybrid Dual Camera Vision System, as argued in
the introduction.

4.2 Real Images

Tests on real images have been carried out exploiting the latest prototype of the
HOPS (Hybrid Omnidirectional-Pinhole Sensor) sensor [3, 6, 15]. The effective-

4 visit http://www.povray.org/ for more information
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Fig. 4. Spherical rectification of the two images of figure 3: the upper image is derived
from the omnidirectional one, while the lower one is derived from the traditional image.
On the left, we show the whole sphere, while on the right we show a magnified detail
referred to the common field of view of the two cameras: encircled corners are those
used in the 3D position estimation test.

Table 1. 3D estimation results: estimated values (left side) compared with actual
values (right side). The System reference frame was placed at (0.0, 0.0, 2000). All
coordinates values are in mm.

Estimated Values Real Values

x y z x y z

410.65 4009.62 -13.34 400.00 4000.00 0.00
-410.65 4009.61 -13.34 -400.00 4000.00 0.00
407.35 4407.41 -7.63 400.00 4400.00 0.00

-407.63 4409.53 -8.61 -400.00 4400.00 0.00
406.11 4795.37 -2.59 400.00 4800.00 0.00

-406.09 4795.13 -2.50 -400.00 4800.00 0.00
402.91 5182.88 7.64 400.00 5200.00 0.00

-402.81 5181.95 8.01 -400.00 5200.00 0.00
402.21 5462.87 13.70 400.00 5500.00 0.00

-401.43 5467.12 12.48 -400.00 5500.00 0.00

ness of this dual camera vision system derives from the joint use of a traditional
camera and a central catadioptric camera which satisfies the single-viewpoint
constraint: having two different viewpoints from which the world is observed,
the sensor can therefore operate as a classical stereo pair.

Workshop Proceedings of SIMPAR 2008
Intl. Conf. on SIMULATION, MODELING and PROGRAMMING for AUTONOMOUS ROBOTS

Venice(Italy) 2008 November,3-4
ISBN 978-88-95872-01-8

pp. 366-376



VIII

Fig. 5. The latest version of the HOPS sensor.

Figure 5 shows the latest HOPS prototype. It uses two digital high-resolution
Firewire cameras, in conjunction with mega-pixel lenses characterized by a very
low TV-distortion, to achieve good image quality. The catadioptric part consists
of a traditional camera pointing upwards to a hyperbolic mirror hanging over it
and held by a plexiglas cylinder, while the traditional camera, hung to a stepper
motor (controlled via a USB interface) and therefore able to rotate, has been
placed in the lower part: this makes it possible to have no wires within the field
of view of the omnidirectional image.

Fig. 6. Omnidirectional image (left) and traditional image (right) acquired by HOPS
in an indoor room.

In figure 6 it is possible to see the two images acquired with HOPS and used
in the test described in the sequel.

The calibration procedure developed for HOPS permits to evaluate all ge-
ometrical relationships subsisting between the two cameras. This means that,
at any time, depending on the stepper position, it is possible to know the rela-
tive positioning of the reference frames of the two cameras and hence the exact
position of the two viewpoints. In this way it is possible to apply the spheri-
cal reprojection procedure described above and thus obtain the rectified images
shown in figure 7 (left).
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Fig. 7. Spherical rectification of the two images of figure 6: the upper image derives
from the omnidirectional image, while the lower one derives from the traditional image.
The whole sphere is shown on the left, while a magnified detail referred of the common
field of view of the two cameras is shown on the right: the yellow lines highlight the
correctness of epipolar line correspondence; encircled corners are those used in the 3D
position estimation test.

Yellow lines in figure 7 (right), which shows a magnified detail of the com-
mon field of view of the two cameras, help verify the correct alignment of vertical
epipolar lines. As can be observed, the resulting low resolution of the omnidi-
rectional reprojection, along with the artifacts introduced by the de-bayering of
the image, hamper precise location of features point. In any case, we estimated
the 3D coordinates of the points highlighted in figure 7 (right) taking as their
coordinates the output of a sub-pixel corner detector run on their surroundings.

The results obtained are shown in table 2. Since we do not know the ground
truth values for the corners’ positions, we can take the estimated sizes of the
two objects as an evaluation criterion. The mean side length of the black square
resulted 216 mm, with a standard deviation of 30 (its actual size is 200 mm),
while the long sides of the wooden board resulted 725 mm and 676 mm and
the short sides resulted 258 mm and 255 mm (the actual size of the board is
700 × 230 mm). Furthermore, the z coordinates of the points belonging to the
black square should be all zero, while those belonging from the upper face of
the wooden board should be all 16 mm (which is the board thickness). Finally,
although obvious, the angle between each pair of adjacent sides should be ninety
degrees. The error amounts to about 3% and confirms the results of previous
experiments presented in [15].
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Table 2. 3D estimation results: points’ coordinates and lengths are in mm, while angles
are expressed in degrees. The actual dimensions are 700 × 230 for the wooden board
and 200× 200 for the black square.

wooden board

corners x y z

1 1332.96 739.18 26.01
2 1143.82 915.58 24.70
3 1623.60 1393.01 38.18
4 1839.29 1258.28 19.46

sides

258.63
676.98
254.99
725.17

angles

87.86
103.03
77.70
91.28

black square

corners x y z

1 776.33 662.25 -3.22
2 617.98 850.80 -8.38
3 750.54 975.15 4.76
4 914.85 806.46 -6.47

sides

246.28
182.23
235.75
199.99

angles

93.05
90.88
91.86
83.85

The computation time required on a Intel R© CoreTM2 Duo processor running
at 3.80GHz to run rectification (that is far from being fully optimized) is about
0.6 seconds: considering the high resolution of the images involved in the process,
it is a promising result. The possible use of look-up tables to re-project the
images along with some other improvements to be applied to the code, could
indeed permit to save processing time and obtain an application suitable for
real-time spherical stereo processing.

5 Conclusions and Future Work

In this work we have showed how the spherical reprojection is particularly well
suited for stereo vision with hybrid dual camera system. The geometrical frame-
work to be employed has been carefully described and results obtained with both
synthetic and real images have been showed confirming the effectiveness of the
proposed approach.

As future work, we plan to investigate the employment of the rectified im-
ages obtained with this technique to build disparity/depth maps for hybrid sen-
sors, and in particular for our HOPS prototype, placed on board of an au-
tonomous/holonomous robot.
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