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Abstract

We present a surveillance system that uses audio and video sensors to reveal and track the
presence of an intruder in a off-limit area. The system is composed of a mobile agent and
several static agents cooperating in the tracking task. The mobile agent is a vision agent com-
posed of an omnidirectional vision system and a mobile robot. The mobile agents greatly
increase the flexibility of the surveillance system with respect to traditional surveillance sys-
tems, e.g. the mobile robot can “go and seek” for intruders in areas occluded to the monitoring
system or it can patrol areas outside of the field of view of the fix sensory agents. The static
agents are acoustic agents composed of self-steerable microphone arrays and a vision agent
implemented on a omnidirectional vision system. In this paper, the integration of pre-existing
blocks is presented and preliminary tests on the system are reported
1 Introduction

In this paper, we present our current project on the development of an intelligent surveillance
system that uses both mobile and fix surveillance agents. The scenario of application is the
monitoring of a room or a multi room environment with a dynamic structure, e.g. the storage
room of a shipping company where the position of piles of boxes can change day after day.
In this case most of the traditional surveillance systems, e.g. [3] [5] based on static sensors
will fail, because they will not be able to re-configure in order to avoid occlusions from
objects piled-up in front of the sensors. In our system, one (or more) mobile robot can be
sent to inspect suspicious areas occluded by moving objects. In this paper we focus on the
integration of the visual and audio information provided by different “sensing agents”. The
concept of “sensing agent” is introduced to shade the lights on merely perceptual actions.



Figure 1: The sensory agent implemented: on the left, the two vision agents the static one on the tripod and the
mobile one on the mobile robot; on the right, one of the acoustic agents present in the environment.

In our approach the sensors scattered in the environment cooperate in order to form a
sort of “super-sensor” distributed among the robot team. This distributed sensor is used to
provide the single mobile robot and the remote human supervisor of the system with richer
information than the one coming from the single agent.

Many researchers have attempted to integrate vision and acoustic senses. Most of their
implementations process each sense separately and integrate the overall results in the final
step. The system described in [11] uses an array of eight microphones to initially locate a
speaker and then to steer a camera towards the sound source. The camera does not participate
in the localisation of objects. It is used simply to take images of the sound source after it
has been localised. This system is well suited for video-conferences, but not for surveillance
purposes. Our approach is more similar to the one described in [1], i.e. a multi-modal sound
localisation system that uses two cameras and a 3-element microphone array. In this work,
Aarabi and Zaki demonstrated that the localisation integrating audio and video information
is more robust compared to localisation based on stand alone microphone arrays. Their ap-
proach seemed to be reliable only when using ad-hoc narrow band acoustic signals. In our
work, we used generic broad band signals to locate the persons, like the person’s step noise.

2 The system setup

As we said in the introduction, the system is composed of several sensors. The sensors are
shown in Fig. 1. In the left picture are depicted: the static Vision Agent composed of an
omnidirectional camera with an hyperbolic mirror and the mobile robot called mobile Vision
Agent. In the right picture is imaged one of the audio sensors (Acoustic Agent) composed
of an array of four microphones able to perform beam forming and to track a person by the
noise of its steps.

Every sensory agent is implemented as a sensor (microphone or camera) connected to
a computer fitted with a IEEE 802.11b wireless LAN card. The PC provides the agent the
computational power necessary to process the raw sensory data and to transmit the results
of this processing via the wireless LAN to a remote console, where an human operator can
monitor the situation. The communications are managed by a middle-ware called ADE [2],
we developed for the RoboCup project. Thanks to ADE, message passing from one agent
to the other is totally transparent; independently if they reside on the same machine or on
machines connected through a LAN or a wireless LAN.



The system is able to detect and track intruders in a indoor dynamic environment grabbing
close-up images of the intruder with the mobile robot. The basic functioning of the system is:

• the static vision agent, i.e. the omnidirectional camera over the tripod, detects moving
object in the image;

• the static vision agent communicates the position of the detected moving object to the
mobile robot and to the acoustic agents;

• the acoustic agents perform beamforming in the direction of the detected motion, deter-
mine the characteristics of the foot steps of the intruder, locate him and start tracking
it;

• the different measurement on the position of the intruder coming from the vision agent
and the acoustic agent are fused in order to improve the position estimation;

• once the acoustic tracking started, the mobile robot move toward the position of the in-
truder obtained fusing all acoustic and visual information;

• once the intruder is detected by the mobile vision agent a close-up image is sent to the
monitoring station to check if the moving object represents a danger or if it is just a false
alarm;

Let us discuss the implementation of the single sections of the system.

3 The Static Vision Agent

As mentioned before, the static vision agent is composed of a catadioptric omnidirectional
camera composed of a standard perspective camera and a hyperbolic mirror1.

To detect the intruder the image is segmented into the moving foreground and into the sta-
tionary background. As we said, our system is conceived to work in a dynamic environment
in which the objects and the obstacles might change configuration in time. For this reason we
adopted an incremental background subtraction algorithm. In this technique the background
image is not a static image, but it is updated frame after frame slowly incorporating changes
in the scene.

In Fig. 2 is depicted a sequence in which the history image is changing to incorporate a
person that entered the scene and was stationary for a long time.On the left image, the person
is just a ghost in the image on the left of the door, in the middle image, the ghost of the person
become more tangible, on the right image the person is merged into the background.

The incremental background is calculated according to Eq. 1. This is a grey-level image
representing the fix luminance in the image.

backgroundt(i, j) = backgroundt−1(i, j) · (1− α) + luminancet(i, j) · α (1)

The parameterα describe how fast the changes in luminance of the single pixels are
incorporated in the image. The foreground, i.e. the moving objects in the scene, is obtained
as the set of pixels that differ from the corresponding value stored in the background image
more than the standard deviation of these pixels, Eq. 2.

1The camera and the hyperbolic mirror are kindly lent by prof. H. Ishiguro of Osaka University.



Figure 2: An example of the evolution of the dynamic background. From left to right a stationary person is
gradually merged into the static background.

|luminancet(i, j)− backgroundt−1(i, j)| > c · stdDevt−1(i, j) (2)

Once the foreground is calculated, it is divided in blobs of similar colours and the con-
nected blobs are considered to belong to a single object. The vision system calculates the
position in the world and the three principal colours for every object in the image. The posi-
tions of the objects are sent both to the acoustic agents and to the robot, the three principal
colours are sent to the mobile robot only.

4 The Acoustic Agent

Each acoustic agent is an embedded device (Fig. 1) composed of a microphone array, a DSP
board for acoustic acquisition, and a PC.

When the acoustic agent receives the position of the intruder from the static agent, a
beamforming algorithm is used to direct the microphone array toward the acoustic source,
i.e. the intruder. The beamforming algorithm in frequency domain is performed using a mi-
crophone linear array, obtaining a main lobe in the reception diagram as presented in [9]. In
other words, the inputs of the microphone array are combined in order to obtain a directional
microphone. In Fig. 3 a reception diagram is reported; in this case the array is steered to-
wards a−30 degree direction and the interfering noise coming from the broadside direction
(0 degree) is de-emphasised. The beamforming algorithm is schematically depicted in Fig. 3.
Besides emphasizing the signal, the beamforming aims at reducing noise and reverberation.

The adaptive algorithms for beamforming apply a vector of weightsW to the vector of
observations, i.e. the signals coming from the microphones in the frequency domain, in order
to minimise the mean square value of the weighted observations,

E[(w′y)2] (3)

subjected to some given constraint, described by

Cw = c, (4)

whereC is a ‘constraints matrix’ andc is a vector of constraint values. If the quantity

R = E[yy′] (5)

is defined asobservations correlation, using the method of the Lagrange multipliers the gen-
eral solution of the minimization problem is described by

wopt = R−1C
′
(
CR−1C

′
)−1

c. (6)



Frequency:

Figure 3: (Left) The reception diagram obtained for the array of microphones once beamforming is performed.
(Right) A schematic representation of the beamforming algorithm.

whereC
′
is the transpose ofC.

Our frequency domain constraint, represented by equation (4) consists in a signal em-
phasis on a given direction (represented by the steering vectors), s′w = 1 and in a signal
reduction on another direction (represented by the steering vectort), t′w = 0.

The beamforming algorithm is applied to frames derived from an incoming signal. As a
sequence of frame is obtained, the signal can be reconstructed using the overlap-add method
to the result of the IFFT block.

The acoustic signal obtained by beamforming is therefore cleaned up by most of other
noises and it is used to train an HMM (Hidden Markov Model) of the steps of the intruder,
with the technique described in [8]. When the person moves, the learnt HHM can be used to
distinguish a person moving in the environment from another one and so allowing a audio
tracking of a walking person, if the steps of the walker are known. Otherwise, if the walker is
unknown, a new HMM is trained using the next 5 acquisitions of the acoustic agent.

The acoustic agent is also able to calculate the position of the intruder with respect to
itself. The localisation algorithm is implemented using a neural network based algorithm as
described in [10, 8], that takes as input the generalised cross correlation of signals acquired
and gives as output the(x, y) coordinates of the acoustic source detected.

Figure 4: The architecture of the sensor fusion module.



Figure 5: (Left) The mobile robot on which is mounted the mobile vision agent. This is an holonomous robot
with an omnidirectional vision system where the mirror has a custom profile. (Right) A close-up view of the
omnidirectional camera of the static vision agent with the hyperbolic mirror. Note the two omnidirectional
sensors have very different mirrors, so they produce very different images.

5 The fusion of the observations

The measurements on the position of the intruder coming from the static vision agent and
the static acoustic agents are fused using the technique described in [7]. This technique was
developed to fuse arbitrary position data coming from heterogeneous sensors. The only as-
sumption on the measurements were that they could be described as a Gaussian probability
distribution and that they are labelled with a time stamp indicating the time in which they
were acquired. This system used a modified Kalman filter to fuse the measurement com-
ing from different sensors and the information on the position of the tracked objects where
stored in tracks. The peculiarity of this system is that it can accept measurements coming
from heterogeneous sources with different errors associated to every estimation and that the
measurements can arrive also in the wrong time order and they will be reordered thanks to the
time-stamp associated to every measure. In Fig. 4 is sketched the architecture of the module
performing the data fusion.

6 The Mobile Vision Agent

The mobile vision agent is implemented on board of a Golem platform developed by the
Golem Team [4] bought a couple of years ago by the IAS-Lab. The Golem platform is an
holonomic robot driven by three motors with omnidirectional wheels. It mounts an omnidi-
rectional vision system realised with a Hitachi camera and a custom designed omnidirectional
mirror [6]. The processing power is assured by a PC-104 with a AMD K6 400MHz CPU. As
you can notice in Fig. 5, the omnidirectional camera of the mobile robot is very different from
the omnidirectional camera mounted on the tripod (the static vision agents). An example of
how different are the two images grabbed by these cameras is depicted in the screenshot of
Fig. 8.

The mobile robot receives from the static vision agent its own position and the position
of the intruder. From these data, it calculates the relative position of the intruder with respect
to itself and it moves toward this position driven by the odometric data. An update on its
position and the position of the intruder is received five times per second and on this short



Figure 6: Two pictures taken during the preliminary experiments: (Left) the intruder enters the room; (Right)
the robot approaches the intruder and recognise it in the omnidirectional image.
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Figure 7: (Left) A sketch of the test environment with the areas monitored by every acoustic sensor. Note that
in some areas of the environment there is an overlapping allowing for a simultaneous and more precise acoustic
localisation of the intruder. (Right) A plot of a tracking experiment of the intruder with the ground-truth of the
followed by the intruder and the estimated path.

time interval the odometric data can be considered reliable.
Once the robot reach the position communicated by the static vision agent, it analyses the

current images to identify the intruder in the image. Because the two mirrors of the omni-
directional cameras are different the appearance of the intruder in the two vision sensor will
be very different. So the robot identifies the intruder by locating in the image the three blob
of the colours transmitted by the static agent. If the intruder is identified in the image the
grabbed image is sent to the monitoring station, where a graphical interface display it to the
operator, see Fig. 8.

7 Experimental results

For testing the data fusion and tracking system some simple experiments were performed.
An intruder entered the room under surveillance from the left in Fig. 6 (Left). The person

is detected as an intruder, the acoustic sensors perform beamforming by steering toward the
intruder and its steps are learnt with the HMM as explained in Section 4. Once the position
of the intruder is acquired the mobile robot is set toward the intruder, Fig. 6 (Right) and a



Figure 8: A screenshot of the graphical interface on the monitoring station. The remote operator is presented
with the current image acquired by the static vision agent (up left), the status of the system (bottom right) and the
omnidirectional image sent by the robot once the intruder is recognised by the robot (bottom left). The operator
may also display the tracked path of the intruder (up right).

close-up image of the intruder is grabbed and sent back to the monitoring station that display
it to the remote operator with the graphical interface depicted in Fig. 8.

In the graphical interface is possible to display also the path followed by the tracked
intruder. In this experiment the intruder moves slowly (mean velocity of about0.5 km/h) but
continuously from the entrance on the left to the exit of the environment on the right.

At the time of writing, we are performing more intense tests to have a statistical analysis
of the reliability of the tracking system in determining the intruder position. Up to now the
system is limited to track an intruder a time, by the system is conceived to allow the tracking
of multiple intruders.

8 Conclusion and future works

In this work, we presented an intelligent surveillance system able to autonomously monitor
a room and to locate a track an intruder entering the room. The system uses a static vision
agent, a mobile vision agent and five steerable acoustic agents. The data gathered by the
heterogeneous sensors are fused to obtain a global estimation of the position of the intruder.

Future developments concern the fusion of the sensorial data provided by several mo-
bile robot in order to have a team of surveillance robots that can “go and seek” for several
intruders. At the time of writing we are further testing the system.
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