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Abstract
The present work describes the proposed methods by the EdIE-KnowLab team in Information Extraction Task of CLEF eHealth 2021, SpRadIE Task 1. This task focuses on detecting and classifying relevant mentions in ultrasonography reports. The architecture developed is an ensemble of multiple BERT (multi-BERT) systems, one per each entity type, together with a generated dictionary and available off-the-shelf tools, Google Healthcare Natural Language API and GATECloud’s Measurement Expression Annotator system, applied to the documents translated into English with word alignment from the neural machine translation tool, Microsoft Translator API. Our best system configuration (multi-BERT with a dictionary) achieves 85.51% and 80.04% F1 for Lenient and Exact metrics, respectively. Thus, the system ranked first out of 17 submissions from 7 teams that participated in this shared task. Our system also achieved the best Recall merging the previous predictions to the results given by English-translated texts and cross-lingual word alignment (83.87% Lenient match and 78.71% Exact match). The overall results demonstrate the potential of pre-trained language models and cross-lingual word alignment for limited corpus and low-resource NER in the clinical domain.
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1. Introduction

Medical imaging reports are interpretations of diagnostic images written by radiologists. Whilst radiology reports contain a relatively restricted vocabulary compared to other electronic health records they are still unstructured, and this makes it difficult to extract meaningful data. However, being able to effectively extract information from these narratives has the potential to quickly and accurately identify abnormalities supporting clinical decision in a timely manner. The application of Natural Language Processing (NLP) to radiology reports is a growing area such as shown in a recent systematic review [1].

The SpRadIE Task 1 [2] was the first challenge to deal with Named Entity Recognition (NER) in the domain of Spanish radiology reports. Concretely, the target is to detect and classify relevant mentions in the ultrasonography reports produced by physicians during their clinical practice. These documents cover different domains such as heart and liver related reports.
Currently, large pre-trained language models with layers of multi-head self-attention architectures [3], specifically Bidirectional Encoder Representations from Transformers (BERT) [4], outperform other machine learning systems for the task of NER [5, 6] particularly in the biomedical domain [7, 8]. BERT based models have been successful applied to NLP tasks in radiology, such as Smit et al. [9] who label findings in chest radiology reports, Wood et al. [10] who explore document level labels at a coarse and finer grained level from free-text, and Schrmepf et al. [11] who use BERT with a per-label attention mechanism. However, BERT models do not always outperform more traditional methods [12]. In this paper our main approach is to use BETO [13], BERT pre-trained models for Spanish NLP tasks. There are existing works that perform Spanish NER for radiology reports [14, 15]. However, the use of a BERT based model is still largely unexplored in Spanish radiology report named entity recognition.

This work describes the participation of the team EdIE-KnowLab in the CLEF 2021 eHealth Task 1 [16] that involves the recognition of named entities in Spanish radiology reports. The proposed method, which ranked first in the task, is a hybrid system that combines multiple Spanish BERT classifiers (BETO) that were fine-tuned independently for each entity type, and the use of a dictionary extracted with the annotations from the training set. The cloud-based machine translation service, Microsoft Translator API, was used to translate the documents to English. Once the documents were translated, available off-the-shelf tools Google Healthcare Natural Language API (GHNL) and GATECloud’s Measurement Expression Annotator (MEA) system predicted the entities in the documents which were then traced back into Spanish using the translation alignment.

2. Dataset

The dataset for the CLEF 2021 eHealth Task 1 contains 513 anonymized radiology reports from a major pediatric hospital in Buenos Aires. Clinical experts and linguists annotated 17,000 mentions using Brat Standoff format [17] following an annotation guideline. The organizers provided this dataset split in three different sets annotated: 174 reports for training the models, 92 documents to validate the systems and 207 reports without annotations to test the predictions submitted by the participants. In addition, the development set was divided into 47 documents with the same vocabulary as the training set (same-sample) and 45 documents containing words that are not in the training set (held-out). The entities are divided into seven entity types: Anatomical Entity, Abbreviation, Finding, Location, Measure, Type of Measure, and Degree, and three hedge cues: Negation, Uncertainty, and Conditional Temporal.

Table 1 presents the number of annotations for each entity type in the three different sets. It can be observed that this task presents a highly unbalanced problem with the greatest represented class (1,292) differing in two orders of magnitude with respect to the lowest (11). A more detailed description of the dataset and its annotations can be found in [18].

2.1. Data preprocessing

The annotated reports show multiple linguistic challenges, such as orthographic and grammatical errors, very long entities, discontinuous and embedded entities, subordination and coordination, and systematic polysemy. Thus, our team carried out a cleaning step of the data using simple
Table 1
Number of instances for each class in the training and development sets from the highest represented to the lowest.

<table>
<thead>
<tr>
<th>Entity type</th>
<th>training set (174 reports)</th>
<th>same-sample set (47 reports)</th>
<th>held-out set (45 reports)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anatomical Entity</td>
<td>1292</td>
<td>365</td>
<td>476</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>877</td>
<td>251</td>
<td>269</td>
</tr>
<tr>
<td>Finding</td>
<td>795</td>
<td>230</td>
<td>450</td>
</tr>
<tr>
<td>Measure</td>
<td>579</td>
<td>148</td>
<td>211</td>
</tr>
<tr>
<td>Location</td>
<td>517</td>
<td>121</td>
<td>156</td>
</tr>
<tr>
<td>Negation</td>
<td>484</td>
<td>121</td>
<td>156</td>
</tr>
<tr>
<td>Type of measure</td>
<td>346</td>
<td>80</td>
<td>79</td>
</tr>
<tr>
<td>Uncertainty</td>
<td>52</td>
<td>15</td>
<td>6</td>
</tr>
<tr>
<td>Degree</td>
<td>41</td>
<td>13</td>
<td>22</td>
</tr>
<tr>
<td>Conditional Temporal</td>
<td>11</td>
<td>3</td>
<td>1</td>
</tr>
</tbody>
</table>

rules and regular expressions in order to solve some of these challenges and prepare the documents for the classifier.

There are some tokens whose spans were not completely annotated, like the mention "venas femorales" in the sentence "Ambas arterias y venas femorales permeables". In these cases, we utilized regular expressions to redefine the token offsets until the span covers the mention. Concretely, the regular expressions 

\[ [a-zA-Z]+ \]

and

\[ ^[a-zA-Z]+ \]

were used from the given span to complete the mention backward and forward, respectively. For the discontinuous mentions, we followed a naïve approach that takes the minimum and the maximum offsets as the span of these split mentions. The embedded entities were de-overlapped obtaining all the possible paths without overlapping walking recursively through a graph representation of the sentence, where the nodes are the entities and the edges are the links to the other mentions which overlap. We automatically solve the problem of the annotations with multiple types using one classifier for each class and then merging all their outputs into a prediction file.

Documents were transformed into lower case and some special characters, like the escape sequence "\n" for newline, were replaced by a white space and the sentences were tokenized using the Spanish transformer pipeline of spaCy [19]. Finally, the Brat annotations were tagged with the BIOES schema, an extension to the BIO-encoding [20], where the B tag indicates the beginning token of an entity, the I tag indicates the inside token of an entity, the E tag indicates the ending token of an entity, the S tag indicates a single entity token, and the O tag represents other tokens that do not belong to any entity.

3. Methods

This section presents the different approaches used for the SpRadIE 2021 Shared Task. Figure 1 shows the whole system with the four proposed methods integrated together merging their predictions.
Figure 1: The proposed NER system that recognizes and classifies the mentions in a given Spanish radiology report. The whole hybrid system contains four different methods (from A to D): A. multi-BERT classifier; B. dictionary-based approach; C-D: English translation and cross-lingual word alignment (all obtained using Microsoft Translator API) with Google Healthcare Natural Language API (C) and GateCloud’s Measurement Expression Annotator (D). All predictions from the different methods are integrated into a final prediction. Submissions are a cumulative combination of the four methods A-D. The system A+B (multi-BERT with dictionary) obtained the best F1 and A+B+C (further using word alignment with English NER) obtained the best Recall in the final evaluation in SpRadIE.

3.1. Multi-BERT classifier

Once the Spanish radiology reports were preprocessed, all the annotations in the datasets were divided by classes. Thus, a single BETO classifier [13] was fine-tuned for each class using the corresponding named entities in the training set independently. Then, each model was validated with the development set to get the best performance for each entity type. Figure 1A shows the merging of individual predictions in order to generate the multi-BERT final annotation.

3.2. Dictionary based

We observed that at a word-level, annotations for entities are highly repetitive and thus, entity vocabulary is similar across the reports. For this reason, we created a dictionary using the vocabulary from the named entities mapped to their corresponding classes in the training set. We use the generated vocabulary to find exact string matches in the reports and classify them with the labels given by the dictionary (see Figure 1B).

3.3. Cross-lingual word alignment with English NER tools

Since the most advanced NER tools are usually tailored for texts in English, we used machine translation with cross-lingual word alignment to leverage results from these tools. We used
Microsoft Translator API\(^1\), a neural machine translation (NMT) tool, to translate reports from source language (Spanish) to target language (English). The key reason to use Microsoft Translator API is that it allows for the output of word alignment between the original and the translated texts\(^2\). Each word alignment is represented as a pair of mention spans, where the span in the source language is aligned to the one in the target language and each span includes a start and an end index. However, one major limitation is that NMT methods can produce erroneous and unreliable word alignment as we see in the experiments, potentially because the widely used attention-based alignment \(^21\) is not accurate enough, e.g. in the sentence in Figure 1, “muscule” in English was actually aligned to “espesor” in Spanish (rather than “musculo”) despite the correct translation at the sentence level. Nevertheless, the word alignment enables leveraging of NER tools for other languages (e.g. English), which are presented below.

**Google Healthcare Natural Language (GHNL) API** The GHNL API\(^3\), released in Nov 2020 \(^22\), allows for the extraction and matching of mentions in clinical texts into medical terminologies and classify the mentions into a set of “medical knowledge categories” (See Figure 1C). We matched some of these categories into the entity types for this task (e.g. “SEVERITY” to \textit{Degree}). The matching dictionary from the categories in GHNL API to the entity types in the SpRadIE task is presented in Table 2.

**GATECloud’s Measurement Expression Annotator (MEA)** GATE is open source free software that performs text analysis with a multitude of applications \(^23\). We used MEA through the GATE cloud service\(^4\) (See Figure 1D). This tool annotates numbers and measurement expressions in text. We map the indices of numeric measurements and their units returned by MEA to \textit{Measure} entities.

---

\(^1\)https://docs.microsoft.com/en-us/azure/cognitive-services/translator/translator-info-overview
\(^2\)https://docs.microsoft.com/en-us/azure/cognitive-services/translator/word-alignment
\(^3\)https://cloud.google.com/healthcare/docs/concepts/nlp
\(^4\)https://cloud.gate.ac.uk/shopfront/displayItem/measurement-expression-annotator
After obtaining the English entities identified from the two off-the-shelf tools, we converted these back into the entities and offsets in the original Spanish texts based on the word alignment. A tolerance value (from 0 to 3) of number of characters was allowed in matching the mention spans from either the source or the target language to the indexes in an alignment word pair. We selected the best tolerance value (2 for GHNL API and 1 for MEA) according to the results in the development set.

4. Results

Each BETO classifier was trained for 8 epochs independently with the training set of each class. Early stopping criteria is applied to each model taking the best performance over both the development sets together (same-sample and the held-out). We applied the uncased model of BETO because this achieved better results than the cased model during the validation. In addition, the maximum length of a sentence was fixed to 300 and the remaining hyper-parameters to their default values for fine-tuning each BETO classifier.

The submissions were evaluated using two metrics:

- **Lenient F1**: is computed using the Precision and Recall of the Jaccard Index that measures the coefficient between the intersection and the union of the reference entities and the predicted entities.
- **Exact F1**: is calculated with the Jaccard Index scores when the reference and predicted entities have a perfect match.

In order to choose the methods to be used for each submission, we evaluated each system independently with the two development sets (same-sample and held-out). The multi-BERT approach achieved very good results in the majority of the classes, but the F1 score was 0% for **Degree** and **Conditional Temporal**, likely due to the low number of entities in the training set (submission 1). Thus, we decided to create a hybrid approach and include the predictions of the two methods (A+B), A the multi-BERT approach and B the dictionary based approach (submission 2). While the micro-F1 of GHNL API was low (26.29%) due to the inaccurate cross-lingual alignment, we observed that GHNL API performed better in the class **Degree** than BETO (30.43% vs. 0% F1) and we aggregate its predictions to the hybrid system (submission 3). Finally, the GATECloud’s MEA obtained higher Precision for the class **Measure** than BETO (84.29% vs 81.78%) and we merge the prediction for this entity type to the previous methods having the complete system (submission 4). We also experimented with adding results from the GATECloud’s BioYODIE\(^5\) [24]. This tool applies a gazetter-based approach for named entity recognition and disambiguation to identify various biomedical named entities and tries to link entities to concept labels in UMLS. We mapped entities from the BioYODIE results to **Anatomical Entity, Location** and **Findings** but as it did not improve performance we left this out of submission 4. Doing this ablation study, we can evaluate the contribution of each method to the whole system.

Table 3 presents the final results over the test set for each submission. The best performance is obtained by submission 2 which is the hybrid approach of the multi-BERT and the dictionary

---

5https://cloud.gate.ac.uk/shopfront/displayItem/bio-yodie
based. This system ranked first in the SpRadIE Shared Task with a 85.51% and 80.26% in F1 for Lenient and Exact metrics, respectively. However, the best Precision is obtained only using the multi-BERT approach because the dictionary based approach introduces False Positives. Moreover, submission 3 achieved the best Recall results in the task, meaning that it helps to recognize some missing entities of the Degree type, but subsequently it marginally drops the Precision measure by introducing spurious predictions. Submission 4 slightly dropped the results in all the metrics, suggesting that aggregating the MEA predictions for the Measure class did not improve the BETO classification for this class.

Table 3
SpRadIE 2021 official results for the EdIE-KnowLab team submissions. Best performance for each column is marked in bold.

<table>
<thead>
<tr>
<th>Submission</th>
<th>Lenient</th>
<th>Exact</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Precision</td>
<td>Recall</td>
</tr>
<tr>
<td>EdIE-KnowLab 1</td>
<td>87.81%</td>
<td>82.99%</td>
</tr>
<tr>
<td>EdIE-KnowLab 2</td>
<td>87.24%</td>
<td>83.85%</td>
</tr>
<tr>
<td>EdIE-KnowLab 3</td>
<td>87.15%</td>
<td>83.87%</td>
</tr>
<tr>
<td>EdIE-KnowLab 4</td>
<td>85.67%</td>
<td>83.75%</td>
</tr>
</tbody>
</table>

Table 4
The multi-BERT hybrid system results for each entity type in the SpRadIE 2021 Shared Task.

<table>
<thead>
<tr>
<th>Entity type</th>
<th>Lenient</th>
<th>Exact</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Precision</td>
<td>Recall</td>
</tr>
<tr>
<td>Anatomical Entity</td>
<td>87.51%</td>
<td>84.35%</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>95.93%</td>
<td>94.83%</td>
</tr>
<tr>
<td>Finding</td>
<td>72.65%</td>
<td>75.63%</td>
</tr>
<tr>
<td>Measure</td>
<td>90.15%</td>
<td>85.85%</td>
</tr>
<tr>
<td>Location</td>
<td>75.56%</td>
<td>62.70%</td>
</tr>
<tr>
<td>Negation</td>
<td>93.52%</td>
<td>94.97%</td>
</tr>
<tr>
<td>Type of measure</td>
<td>97.77%</td>
<td>82.80%</td>
</tr>
<tr>
<td>Uncertainty</td>
<td>68.44%</td>
<td>43.13%</td>
</tr>
<tr>
<td>Degree</td>
<td>53.72%</td>
<td>79.27%</td>
</tr>
<tr>
<td>Conditional Temporal</td>
<td>0.00%</td>
<td>0.00%</td>
</tr>
</tbody>
</table>

Table 4 shows the submission 2 results for each entity type, which is the model that performs the best overall. Surprisingly, this system achieves very good results in some classes with a low number of instances such as Negation, Type of measure or Uncertainty. This is due to the fact that each BERT classifier is forced to be trained for a specific category, so the model optimization is done independently. Submission 1, which is only the multi-BERT, obtained 0% in Lenient F1 and Exact F1 for the classes Conditional Temporal and Degree and we increased the results of the Degree class to 64.04% in both metrics using the dictionary. However, it could not be increased for the Conditional Temporal which we believe is due to it being one of the most linguistically complex entity types. The F1 scores of the submission 3 and 4 were slightly
lower than the multi-BERT hybrid system in the classes that were applied, Degree and Measure, respectively. Thus, we conclude that more exploration about the translation, their alignment and the mapping of the classes for these tools is required to enhance the overall predictions.

5. Conclusions

This work describes the multi-BERT hybrid system presented by the EdIE-KnowLab for the CLEF 2021 eHealth Task 1, SpRadIE. This model ranked first using multiple BETO classifiers, one for each named entity, in Spanish radiology reports together with a dictionary extracted from the training set. The proposed NER method shows very promising results achieving a 85.51% in Lenient F1 and 80.04% in Exact F1. The main advantage of this approach is that it does not require any expert domain knowledge or external resources for classifying the mentions. The multi-classifier approach deals with the problem of class imbalance in some entities within this task and it can recognize the overlapped entities with different classes, but it is not able to predict embedded mentions with the same class.

In addition, the method combining the multi-BERT hybrid system and the GHNL over the translated radiology reports with cross-lingual word alignment obtained the best Recall in the task. While the improvement is marginal due to the low quality of the word alignment, the approach provides a framework to leverage English NER tools for texts in relatively low-resource languages and domains with limited corpus (e.g. Spanish radiology reports in this task). This approach is practical as it does not require training data and has the potential to be improved with more accurate word alignment.

We will explore fine-tuning new pre-trained language models with larger Spanish corpus such as PadChest [25] in the same way as [9] and extend it to the multi-language classification of radiology reports from [26]. We also suggest to further study using translation and cross-lingual word alignment to leverage English NER tools for Spanish clinical texts. The current performance using the neural machine translation (NMT) tool, Microsoft Translator, with GHNL API is poor due to the inaccurate alignment. Jointly generating accurate alignment with translations in NMT is an open question being addressed (e.g. in [27, 28]) and to be applied for low-resource NER in future studies.
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