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ABSTRACT
The aim of this paper is to report the research results of an
ongoing project that deals with the exploitation of a digital
archive of drawings and illustrations of historic documents
for research and educational purposes. According to the re-
sults on a study of user requirements, we have designed tools
to provide researchers with innovative ways for accessing the
digital manuscripts, sharing, and transferring knowledge in
a collaborative environment. We have found that the results
of scientific research on the relationships between images of
manuscripts produced over the centuries can be rendered
explicit by using annotations. For this purpose, a taxonomy
for linking annotation is introduced, together with a concep-
tual schema which represents annotations and links them to
digital objects.

Categories and Subject Descriptors
H.3.7 [Information Storage and Retrieval]: Digital Li-
braries—System issues

General Terms
Design, Human Factors

Keywords
annotation, digital images, user requirements, education en-
vironment

1. INTRODUCTION
This paper reports research work on the feasibility of sys-

tems that manage image digital archives in ways that give
to their professional final users the supports for annotating
their content. The image digital archives of specific interest
are those constituted by images taken from original illumi-
nated manuscripts, which are books, usually handwritten,
that include illustrations and, in the past centuries, were

Permission to make digital or hard copies of all or part of this work for
personal or classroom use is granted without fee provided that copies are
not made or distributed for profit or commercial advantage and that copies
bear this notice and the full citation on the first page. To copy otherwise, to
republish, to post on servers or to redistribute to lists, requires prior specific
permission and/or a fee.
JCDL’05, June 7–11, 2005, Denver, Colorado, USA.
Copyright 2005 ACM 1-58113-876-8/05/0006 ...$5.00.

manually and artistically decorated with colours, gold, or
silver.

The feasibility of a system which is able to store a dig-
ital archive of historical images and to manage related in-
formation, in particular in the case of images taken from
illuminated manuscripts, usually has a two goals. The first
goal represents the preservation of cultural heritage, because
manuscripts tend to deteriorate in time, especially when not
stored in a climate controlled environment: the digitization
of historical images allows for separating the deterioration
of the physical material from the deterioration of the in-
formation content. The second goal represents the dissem-
ination of the historical material, because the content of a
digital archive may be accessed by a wider community of
users than a physical one: the content of digital archives
can be available through a computer network, not to men-
tion that in some cases users are not allowed to access the
original manuscripts because of the risk of speeding up their
deterioration.

There is a third aspect that plays an important role in the
preservation and the dissemination of the cultural heritage.
Illuminated manuscripts are still the subject of scientific re-
search in different areas, namely art history and history of
science, and all the disciplines that are related to their con-
tent – e.g., botany, astronomy, and medicine. To this aim,
a digital archive of images needs to be enriched by a set
of tools that enables researchers to study the development
of scientific illustrations over the centuries. The design of
these tools has to take into account that one of the goals of
scientific research is dissemination of results for educational
purposes. In this way, the digital archive can by used as a
tool for both research and education.

This paper focuses on the feasibility study and the sub-
sequent project of tools for scientific researchers on illumi-
nated manuscripts. A special focus is given to manuscripts
of scientific illustrations from the Middle Ages to the late Re-
naissance. Manuscripts may contain illustrations of plants,
astrological and astronomical subjects, and parts of the hu-
man body. One of the aims of the research on this kind
of manuscript regards the evolution of scientific represen-
tation and the relationships between different manuscripts
that may bring to light possible influences among different
authors. This aspect is of particular relevance for our in-
stitution, the University of Padova, because it has played a
major role in the history of modern scientific illustrations. It
was under the influence of Pietro d’Abano (1257-1315) that
this Paduan school produced a number of illuminated man-
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Figure 1: Images of illuminated manuscripts presented by the Ipsa prototype.

uscripts including botanical and medical illustrations, which
were characterized by the high level of detail and by their
realism, together with astronomical illustrations, which al-
though based on ancient models were inspired by scientific
criticism and not merely by astrology. For this reason, the
University of Padova gave birth to an innovative approach
to scientific representation, which was spread across Europe
influencing the Western culture and had set the stage for the
University of Padova’s key role during the scientific revolu-
tion. However, the appeal of this imagery has to be related
not only for science but also for its outstanding quality in
terms of form and stylistic realization, which is of interest
for both research and education of the fine arts.

The user requirement analysis, which has been carried out
with a user-centered approach, plays a central role in the de-
sign because of the particular application domain. Accord-
ing to user requirements, the use of annotations has been
proposed as a useful way of accessing a digital archive, shar-
ing knowledge in a collaborative environment of researchers,
and disseminating research results to students. Even if some
of the presented results are tailored to the specific domain
of illuminated manuscripts, the approach may be extended
to other domains related to the exploitation and the preser-
vation of cultural heritage.

The paper is structured as follows. Section 2 discusses
related research work. Section 3 discusses and analyses user
requirements. Section 4 describes how annotations enable
users to carry out scientific research on the digital archive.
Section 5 introduces the conceptual schema for modelling
annotations. Section 6 gives conclusions.

2. RELATED WORK
As is well known, the preservation and the dissemination

of cultural heritage is helping to promote the development of

an increasing number of digital libraries and digital archives.
The particular application to the cultural heritage domain
poses interesting problems and challenges as reported in [15].
Some projects on digital libraries and digital archives per-
tain to illuminated manuscripts. The description of a digital
archive of illuminated manuscripts is reported in [21], while
[17] describes the digital library of a herbal – e.g., an illumi-
nated manuscript that contain images of plants. Moreover,
there is an increasing number of available systems on the
market that give access to the digital version of manuscripts,
incunabula, and old printed books.

We have already participated in a previous research project
regarding the feasibility study of a digital archive for the
preservation of the cultural heritage [3]. The feasibility
study was about the creation of a digital archive of images
of manuscripts of music scores, digitized versions in Musical
Instrument Digital Interface (MIDI) format, and recordings
of performances of music works by Venetian composers, as
Benedetto Marcello (1686-1739) and Giovanni Pierluigi da
Palestrina (1525/6-1594). The feasibility study was the mo-
tivation for a subsequent research project aimed at develop-
ing new ways of indexing and retrieving music documents
in a digital library [29], both in symbolic [30] and in audio
forms [31].

The particular field of illuminated manuscripts in the con-
text of scientific illustration has already been addressed in
the context of a research project at the University of Padova,
named Ipsa. Figure 1 shows two screenshots of Ipsa proto-
type. The focus of this project has been the development of
a digital archive of images of historical herbals. The study of
herbals poses interesting research challenges for historians of
the arts and science, due to the particular evolution of the
representation of plants. During a great part of the Mid-
dle Ages authors of these illuminated manuscripts created
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illustrations with an artistic flair rather than in its realis-
tic form. Therefore, most of the illustrations were simply
copies of previous works, with changes inspired by stylis-
tic embellishments and not by naturalistic reasons. Thus,
researchers were interested in highlighting explicitly these
historical relationships between illustrations, which was an
original outcome of the initial user study [2]. During the Ipsa
project, an initial prototype system was developed for users
testing and for collecting feedback both from researchers and
students of history of science, history of arts, and botany.

With respect to the usage of annotations as a research
tool in the humanities, Frommholz et. al [19] employ anno-
tations to support collaboration between researchers on Eu-
ropean historical film documentation (20’s and 30’s), such
as historical film censorship records, press material, pho-
tos, film posters, digital film/video fragments. They make
use of typed links, whose types have been empirically de-
fined, in order to classify the interrelations between the
annotations and the annotated documents. Furthermore,
Frommholz et al. [19] and Thiel et al. [36] consider anno-
tations – specifically annotations threads – as an extension
of the document they belong to, which creates a discourse
context. In the discourse context not only the annotation
itself but also its position in the discourse and its type are
exploited for searching and retrieving documents. This ap-
proach is revised and extended upon in [20] to probabilistic
datalog. Finally, typed links are utilized also in [6] in order
to define an hypertext between annotations and annotated
documents, which is exploited for providing users with ad-
vanced search functionalities based on annotations. As a
final remark, a lot of interesting work has been done regard-
ing typed links and automatic link construction, such as [1,
4, 9, 14], but as of yet this is not applied to the field of
annotations.

On the other hand, many user studies are aimed at un-
derstanding annotation practices and discovering common
annotation patterns. Marshall [25] studied personal annota-
tive practices of American college students in order to point
out the form the annotations take on in the textbooks and
in turn the function of the annotations derived from their
form. Marshall [26] carries on her research work and catego-
rizes annotations along several dimensions, that reflect the
form which annotations may take on. Finally, the relation-
ship among private, shared and public annotations and how
they can be exploited to find useful passages in the text are
investigated in [27, 28, 35].

3. USER REQUIREMENTS
The development of models and tools for researchers and

scholars in the area of illuminated manuscripts requires a
careful analysis of user requirements. It is likely that the
requirements for carrying out scientific research will be more
complex and articulated than requirements for common users.
Common users access an image digital archive to acquire in-
formation in a given field, researchers access the archive to
disclose knowledge and discover new relationships among
digital objects.

Research users have been interviewed in a number of meet-
ings, which involved art historians, historians of science,
botanists, and astronomists. The first ideas about users
requirements have been formalized in a draft proposal that
has been presented and discussed with research users. Re-
finements of the proposal have been added, by reiterating

the points of the meetings and the discussions. The results
presented in this paper have been obtained after that re-
search users tested a prototype version of the archive, and
final comments have been collected and integrated in the
model [8].

The management of a digital archive of illuminated manu-
scripts implies the development of tools for image processing
and representation. In particular, there are a number of user
requirements regarding image quality, transfer rate over a
network, tools for zooming and analysing details and so on.
The discussion of such tools is beyond the scope of this paper
and it has been presented in [2], to which the interested
reader may refer.

3.1 Disclosure of New Knowledge
One of the most important aims of the research on illumi-

nated manuscripts of scientific illustration is the disclosure
of hidden relationships between illustrations created by dif-
ferent authors. In particular, it is of primary importance
for researchers to discover if illustrations have been copied
from images of other manuscripts, if they have been merely
inspired by previous works, or if they are directly inspired
by nature. The disclosure of such a relationship between
two images belonging to two manuscripts allows researchers
to draw connections between the art of scientific illustration
through the years and among different countries.

A major user requirement concerns the possibility of en-
riching the digital archive by highlighting explicit relation-
ships that have been discovered by a researcher. In par-
ticular, a research user should be able to create links that
connect one image to another that it is related to, in some
way. It is important to keep in mind that images belong to
different manuscripts and that their relationship may not be
so obvious. Each disclosure of a relationship adds new infor-
mation to the archive content, which should be shared with
collaborators and students. The analysis of user require-
ments on link management has brought to light a number
of advisable features that could be implemented.

• Link authorship: The creation of a link between two
or more images depends on the scientific results of a
researcher, who owns the intellectual rights to the dis-
closure of a new relationship between images; for this
reason the author of each new link has to be recorded
by the system.

• Link typology: Since two images can be related for
a number of different reasons, the kind of relationship
should be explicit. Different typologies of links are
envisaged to express the possibility that an image is
the progenitor of a set of other images, or that two
images are a copy of one another, and so on.

• Link symmetry: Each typed link should have a sym-
metric link that is automatically generated by the sys-
tem. For instance, if a link is added by a researcher
because image A inspired image B, the system should
add the information that image B has been inspired
by image A.

• Paths: Links may form historical paths among im-
ages, because images in a manuscript can be copies
of another one which in turn are copies themselves of
previous illustrations; hence two images may not be
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directly linked, because there is no direct relationship
between them, but it could be possible to follow a path
from one to the other by exploiting existing links.

It can be useful to clarify the notion of historical paths
among images, because they turned out to be a major re-
quirement of research users. A concept that has been intro-
duced by researchers in the field of illuminated manuscripts
is the one of chains of derivation among images. Each chain
has a progenitor, which is an image that has been created
through a direct examination of nature (i.e., a plant or a part
of the human body). Subsequent authors, who accessed the
manuscript containing that image, may have directly copied
or may have been simply inspired by that image. These new
images may in turn be copied or be the source of inspiration
of other authors and so on, creating a chain of references
to previous works. Clearly, it may have happened that a
same progenitor gave rise to more than one chain, because
two authors had independently copied the same image. The
disclosure and the analysis of these chains of derivation aid
in understanding how scientific culture spread through Eu-
rope and countries under the influence of Islamic culture,
and the possibile contacts that different cultures may have
had in the past.

3.2 Collaborative Environments for Resear-
chers and Students

The study of illuminated manuscripts involves a number
of researchers from different fields. For instance, herbals are
of interest for both the art historian and the historian of sci-
ence, yet they are of interest also for the botanist, because
they represent plants and their possible variations through
the centuries. Hence, the scientific research involves a num-
ber of persons with different expertise, who should be able to
cooperate in order to share their knowledge and background.
A digital archive of illuminated manuscripts has to provide a
collaborative environment, where researchers should be able
to interact and give different contributions on the definitions
and redefinitions of objects and their relationships.

On the other hand, results in this research area should not
be integrated in the digital archive, because there can be dif-
ferent and individual interpretations on the same collection
of objects. Moreover, a researcher may prefer not to make
his results public, if they have not yet been consolidated or
even published. This means that each user, or each group
of collaborators, should be able to maintain a personal view
of the image digital archive content. In particular, the per-
sonalization should affect the relationships between images
rather than the records stored in the archive because the
latter are likely to be commonly accepted and may not vary
that much over time.

The capability of giving different views on the same archive
can be exploited also for educational purposes. In fact, stu-
dents can access the same information with different ap-
proaches, taken from the individual results of each researcher.
For instance, students may access the archive using the same
approach used by an art historian and then compare this
view with that of the historian of science. It can be noted
that students may benefit also from the existence of differ-
ent, and possibly contrasting, views of the same collection
because these views reflect different critical approaches to
the research about illuminated manuscripts.

4. ANNOTATING ILLUMINATED MANU-
SCRIPTS

The analysis of user requirements pointed out the need of
tools for adding information about the relationships among
objects. This goal can be achieved through the use of an
annotation system that is built over an existing image dig-
ital archive. The main service provided by the annotation
system consisting of a set of tools for image annotation.
Annotations can be a useful aid for creating a collaborative
environment, as reported in [24]. In our approach, a special
focus is given to annotations that connect, or make a refer-
ence, from one image to another in the archive. We refer to
this kind of annotations as linking annotations.

4.1 A Taxonomy for Linking Annotations
There are a number of different reasons that may point out

a relationship between two images, depending on historical,
aesthetical, and technical considerations. For this reason,
we propose a taxonomy for linking annotations, which is di-
vided in two classes. Because of the particular application
domain, the proposed taxonomy cannot include links cre-
ated by the author of a hypertext or automatically created
by the system, as the one reported in [16].

The first link class reflects a hierarchical relationship be-
tween two images, where an image somehow depends on an
earlier one. The annotation system automatically adds a
symmetric linking annotation, in order to emphasize this
dependency in both directions. According to the user re-
quirements, there are three typologies of hierarchical rela-
tionship between two images, which are expressed by the
following types.

• A has progenitor in B: image B is the first exem-
plar of a given representation of an object, from which
a number of images, including A, descend as direct
copies or as copies of intermediate representations.

• A is copy of B: the author of A used image B as
his direct source of inspiration, both from the stylistic
and from the pictorial point of view. B can either be
the progenitor of A or an intermediate representation
between A and its progenitor.

• A is elaboration of B: image A has been inspired
by B, but there are a number of differences between
the two that show that the author of A added personal
changes to the original representation.

The second link class reflects a relatedness relationship
between two images, because they share similar properties
even though they have been created independently. Also in
this case, the system automatically adds a symmetric anno-
tation, in order to emphasize the relationship in both direc-
tions. According to researchers, there are three motivations
by which two images can be related, even if there is no hi-
erarchical relationship between them.

• A has same model of B: images A and B descend
from the same progenitor, even though they have been
independently created by their authors. This kind of
link tells us that A and B belong to two chains of
derivations, which share the same progenitor.

• A is similar to B: although the two images are vi-
sually similar, it is not possible to draw a hierarchical
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relationship between the two or to state that they de-
scend from the same model. The existence of this link
may help researchers and students to discard apparent
hierarchical relationships and it has been proved that
they do not exist.

• A is connected to B: sometimes a possible connec-
tion is not completely clear from the images themselves
but instead we need to exploit additional information,
such as knowledge on authors background and con-
nections or their belonging to similar schools of scien-
tific representation. This kind of link, which express a
generic relationship, helps to point out that the rela-
tionship between A and B needs further investigation.

The presence of a hierarchical structure can be exploited
by automatically discovering paths across the hypertext given
by the link structure. For instance, paths may describe the
creation over the years of copies of a renowned author, and
the subsequent creation of copies of the copies and so on.
At the same time, paths can describe the dissemination of
a particular approach to scientific representation over time
and space. On the other hand, relatedness links may be
useful to disclose similarities between images, because to-
gether with hierarchical links they may introduce a notion
of distance between each couple of images. Researchers may
discover new similarities because two images, even if not
directly connected, are very close in the graph structure in-
duced by links.

The proposed taxonomy has been derived from the con-
ducted analysis and design of users requirements. The effort
involved in this research has been to identify the primitive
types of link necessary to make all the relationships that
are of interest for the researchers and students explicit. In
particular, it has been considered that the annotation of a
digital archive is an ongoing process, which depends on the
results of scientific research, and the link structure can be
continuously modified by a researcher. This taxonomy is
sufficient to build a directed graph structure on the digital
archive which can be used to discover the chains of derivation
among images. A positive side effect of this design choice it
that a reduced amount of link typologies helps researchers
to be consistent in their choices of use of link types.

4.2 User Views
After a user has added his personal knowledge on the ap-

plication domain by drawing typed links between images,
the digital archive is dynamically enriched by a hypertex-
tual structure. Each researcher may then access in different
ways to the digital archive, because each user may have his
own view on the archive, which is given by the hypertex-
tual structure. The existence of such a structure can in-
tegrate direct search through navigation inside the image
collection. If a mechanism of information sharing inside a
user group is provided, as the ones applied to collaborative
environments, researchers may cooperate in their study on
illuminated manuscripts by sharing the information on re-
lationships between different sources. The annotations can
be private, shared among a group of collaborators or public.

As an example, let us suppose that a cooperative group is
formed an it also contains an art historian and a botanist.
The botanist may have identified a relationship between two
different images of plants, because the leaves drawn on one
image are not realistic because they are too similar to those

of another plant. The art historian can use this information
to disclose a new historical path connecting the two images.
It is likely that also other users apart from researchers would
benefit from the presence of an hypertextual structure. For
instance, students may not be able to effectively search the
digital archive for a specific image. While, on the other
hand, they can find the needed image by using the naviga-
tion paradigm if links to that image exist.

Figure 2 shows an example of a personalized user view
on some linked images. Users may benefit from the visu-
alization of both hierarchical and relatedness relationships
among images.

5. MODELLING OF ANNOTATIONS
Figure 3 show the conceptual schema for annotations we

propose in order to enable the described features. It is cen-
tred around two main point: how to model annotations and
how to connect them to images. The next sections describe
these two points in more detail.

5.1 How to Model Annotations
The Annotation entity represents the abstraction of the

annotation, i.e. it expresses the existence of an object capa-
ble of annotating another object, without having to specify
its characteristics any further. This is the pivotal entity,
which provides the basis for modelling annotations.

The Annotation entity has the following attributes: ID

is a unique identifier for the annotation, e.g. an Uniform
Resource Identifier (URI) [10] or a Digital Object Identifier
(DOI) [32]; Created and Modified represent, respectively,
the creation date and the last modified date of the annota-
tion; and Scope specifies if the annotation is private, shared,
or public.

In order to fully capture the annotation, we need to intro-
duce the distinction between the sign of annotation, which
is the way an annotation takes shape, such as a piece of
text or some graphic mark, and the meaning of annotation,
which explains the semantics of a sign of annotation [5, 7].
In conclusion, an annotation is expressed by one or more
signs of annotation, that in turn are characterised by one
or more meanings of annotation, thus defining the overall
semantics of the annotation.

The choice of explicitly distinguishing between the mean-
ing and the sign of annotation is quite new in the field of
annotations. Indeed, annotations are generally typed as
a whole according to some pre-defined set of annotation
types [11, 13, 19, 23], but there is usually no means for
describing the semantics of an annotation with the desired
level of precision, whereas this is possible with the meanings
of annotation. Furthermore, annotation types do not allow
any kind of navigation among different types, while mean-
ings of annotation can be organized in order to provide such
facility of use.

Some interesting insights about the choice of distinguish-
ing between meaning and sign of annotation can be gained
from the field of Human Computer Interaction (HCI). In-
deed, [12] deals with visual languages and defines Character-
istic Structures (CSs) as sets of image pixels forming func-
tional or perceptual units whose recognition results in the
association of that CS with a meaning. Then, [12] call Char-
acteristic Patterns (CPs) the CSs along with descriptions
of the CSs and a relation that associates descriptions to
CSs and viceversa. The distinction between CSs and CPs
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Figure 2: Example of a personalized view on some linked images.

resembles the distinction between sign and meaning of an-
notation; also [18] recognizes this correspondence and says
that “an annotation is a complex CS interpreted by a human
as a CP”. On the other hand, [13] adopts the CSs and CPs
mechanism in the context of annotations too, but this mech-
anism is used in order to place annotations on information
resources rather than to distinguish between the semantics
and the materialization of annotations.

Thus, the Annotation entity is coupled with the two
other entities Meaning and Sign, respectively representing
the meaning of annotation and the sign of annotation.

The Meaning entity is characterised by a unique identi-
fier, called ID, and also by a Description attribute, which
describes the meaning of annotation. On the Meaning en-
tity there is a recursive relationship, called Contain, that
expresses the existence of both broader and narrower mean-
ings. Thus, the meanings of annotation can be organised
into some sort of hierarchy. Subsequently, some navigation
facilities within this hierarchy can be provided to the user.
The Contain relationship expresses the fact that a mean-
ing may be contained in one or more meanings and that it
may contain one or more meanings. In addition, Contain

allows us to define a graph of meanings of annotation. The
Label attribute describes the kind of relationship between
two meanings of annotation, if necessary. In conclusion, this
is the basic mechanism for carrying out the link taxonomy,
introduced in Section 4.1. Note that the Meaning entity
and the Contain relationship allow us to define the tax-

onomy in an extensible way, so that new link types can be
easily added in a consistent way, if necessary.

The Sign entity has an unique identifier, called ID, and
a Content attribute, which represent the actual content of
the sign of annotation, e.g. a piece of text or an image. The
SignType entity describes the kind of a sign of annotation,
e.g. a textual sign or a graphic sign, and makes it possible
to correctly interpret the Content attribute of a Sign en-
tity. The SignType entity is connected to the Sign entity
by means of the Typify relationship, which expresses the
fact that a Sign must have exactly one SignType, while a
SignType may specify one or more Sign entities.

Two relationships, called Express and Mean, allow the
three entities Annotation, Meaning and Sign to work to-
gether in order to define the semantics and the materializa-
tion of an annotation.

The Express relationship denotes that an Annotation

entity has to be expressed by one or more Sign entity, and
that a given Sign entity has to be employed one and only
one time in order to express an Annotation entity. The
attributes of Express allow us to physically identify the
part of the Digital Object (DO) which has to be annotated.
In particular, the Pointer attribute identifies a portion of
a DO, e.g. it could be an XPath expression when using an
eXtensible Markup Language (XML) document; the Offset
attribute selects a starting offset with respect to the portion
identified by Pointer, e.g. the initial character within an
XML element; finally, the Extent attribute specifies the size
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Figure 3: Entity–Relationship schema for modelling annotations.

of the sign of annotation, e.g. the number of characters
that are annotated within the portion identified by Pointer

starting from Offset.
The Mean relationship expresses the fact that a Sign

entity has to be related to one or more Meaning entities
and that a Meaning entity may characterise one or more
Sign entities.

5.2 How to Link Annotations to Digital Ob-
jects

As explained in the previous section, the Annotation

entity represents the abstraction of an object capable of an-
notating another object. In order to connect annotations to
DOs we also need an entity that represents the abstraction
of an object that can be annotated. This entity is called
DoHandle and represents a DO by means of using a han-
dle to identify it. This choice is coherent with what has
been made by [22, 33] who refer to and compose DOs only
by identifiers and annotate them with metadata from a tax-
onomy of terms. Thus, the starting points for connecting
annotations to DOs are the Annotation and DoHandle

entities which represents the fact that there are two kinds of
related objects: DOs that can be annotated and annotations
that annotate those DOs.

The relationship between annotations and annotated DOs
is represented by the Annotate relationship, which links an
Annotation entity to the DoHandle entity that it anno-
tates. This relationship expresses the fact that an annota-
tion must annotate one and only one DO and that a DO
may be annotated by one or more annotations.

Once we have annotated a DO, the annotation itself can
be considered as a DO eligible to be annotated. Thus, the
conceptual schema has the following additional constraint:

once the annotation has been created, an occurrence of the
DoHandle entity corresponding to the annotation have to
be added, in order to allow the newly created annotation to
be annotated as well. Users can therefore create not only
sets of annotations concerning a DO, but also threads of
annotations, i.e. annotations which reply to one another.
These threads of annotations are the basis for actively in-
volving users with the system and for enabling collaboration.
It is worth noting that this mechanism allows us to carry out
the notions of historical paths and chain of derivation, intro-
duced in Section 3. Indeed, on the same DO many different
threads of annotations, that are just chains of derivation,
can insist.

The RelateTo relationship is used for the purpose of
relating the annotation to other DOs. The RelateTo re-
lationship associates a sign of annotation with the DO it
refers to. In addition, the RelateTo relationship allows a
Sign entity to refer or not to a DO, while a DO may be re-
ferred to by one or more signs of annotation. The attributes
of RelateTo have the same meaning of the attributes of
Express.

On the whole, the Annotate relationship specifies the
origin of the link and the RelateTo relationship identifies
the destination of the link. Note that not only links can
be typed by using the Meaning entity, but they can also
have a content by using the Sign entity. In conclusion, the
Entity–Relationship (ER) schema allows us to exploit anno-
tations as if they were typed links able to carry additional
information or data. Figure 4 shows how annotations can be
effectively employed in order to carry out the example de-
picted in Figure 2: annotations link images together, where
the Annotate relationship identifies the source image and
the RelateTo relationship points to the destination image;
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Figure 4: Example of a personalized view on some linked images by using annotations.

furthermore, the annotation is typed according to the link
types introduced in Section 4 by using the Meaning entity
and it could also contain additional contents and informa-
tion, if necessary.

The User entity represents a user, granted by the system.
The Author relationship relates an annotation with its au-
thor; a user may create one or more annotations, while an
annotation must be created by one and only one user.

Finally, the Group entity represents a users’ group, re-
lated to users by means of the Belong relationship: the
User entity has to belong at least to one Group of user
– or more, if necessary – and a Group entity contains one
or more User. The Access relationship allows an Anno-

tation entity to be shared by one or more groups of users,
and a Group may share one or more Annotation enti-
ties. The Access relationship has the Privilege attribute,
which specifies the privileges, e.g. read or modify, granted to
a Group sharing the annotation. In conclusion, the User

and Group entities allow us to describe the different layers
of annotations that personalize the digital archive.

The proposed conceptual schema is quite innovative, be-
cause it describes the annotation with an extent of detail
not present in other similar proposals. Furthermore, it pro-
vides us with great flexibility, due to the fact that we can
express the different aspects of an annotation and even cou-
ple them together. In addition, this does not constrain us
to fixed types of annotations. Thus, our proposal repre-
sents an enhancement and a generalization with respect to
the models proposed by [23, 34]. Finally, being a concep-
tual schema, our model can be easily mapped to different
models, such as a relational schema, a Resource Description

Framework (RDF) schema or a XML schema; this way it
provides us with great flexibility when dealing with differ-
ent architectural choices.

6. CONCLUSIONS
This paper reports the results on a study carried out to

support the scientific research on illuminated manuscripts,
and the dissemination of cultural heritage for educational
purposes. In fact, digital archives of illuminated manu-
scripts can be a viable tool for research and education, pro-
viding that some functionalities are designed and developed.
To this aim, a wide range user requirement analysis has been
carried out. According to the results of the analysis, anno-
tations are shown to be useful for explicitly expressing the
relationships between objects in the digital archive. A tax-
onomy of links has emerged from the study, which allows for
indicating the different relationships that may connect dig-
ital objects, and a modeling tool for annotations has been
presented.

Linking annotations are proposed as a tool for researchers
working in a collaborative environment. In particular, link-
ing annotations can be a valuable tool for representing the
evolution of scientific representations over the past centuries.
It is believed that the proposed approach can be extended
also to other application domains, in particular in the field
of preservation and dissemination of cultural heritage. To
this end, future research work will concern the study and
development of methods for automatically inferencing rela-
tionships among the link types of the proposed taxonomy.
Note that the model for annotations, presented in Section 5,
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is flexible enough to support extensions and processing of
the link taxonomy. Furthermore, this flexibility allows us to
anticipate future user needs which may emerge later on; for
example, our model for annotations provides us with a tool
for adding multimedia content, such as textual comments or
graphic marks, to the different linking annotations.

The actual prototype system, which already contains hun-
dreds of images with an increasing number of linking anno-
tations, will be the basis for the development of a new re-
lease of the digital archive. The new version of the archive
will be used to carry out a more formal evaluation of the
effectiveness of the linking mechanism.
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