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ABSTRACT
Conversational agents are drawing a lot of attention in the informa-
tion retrieval (IR) community also thanks to the advancements in
language understanding enabled by large contextualized language
models. IR researchers have long ago recognized the importance of
a sound evaluation of new approaches. Yet, the development of eval-
uation techniques for conversational search is still an underlooked
problem. Currently, most evaluation approaches rely on procedures
directly drawn from ad-hoc search evaluation, treating utterances
in a conversation as independent events, as if they were just sepa-
rate topics, instead of accounting for the conversation context. We
overcome this issue by proposing a framework for defining evalua-
tion measures that are aware of the conversation context and the
utterance semantic dependencies. In particular, we model the con-
versations as Direct Acyclic Graphs (DAG), where self-explanatory
utterances are root nodes, while anaphoric utterances are linked to
sentences that contain their missing semantic information. Then,
we propose a family of hierarchical dependence-aware aggregations
of the evaluation metrics driven by the conversational graph. In our
experiments, we show that utterances from the same conversation
are 20% more correlated than utterances from different conversa-
tions. Thanks to the proposed framework, we are able to include
such correlation in our aggregations, and be more accurate when
determining which pairs of conversational systems are deemed
significantly different.

CCS CONCEPTS
• Information systems → Evaluation of retrieval results; Re-
trieval effectiveness.
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1 INTRODUCTION
The Information Retrieval (IR) scientific community widely acknowl-
edges the importance of sound, theoretically well-founded and
generalizable evaluation protocols. Researchers devoted a lot of
effort in developing sound methodologies, measures and guide-
lines to correctly assess and compare the performance of different
systems [12, 22]. Moreover, it is recognized that an evaluation ap-
proach developed to measure the performance of a system on a
specific task might not be suited to assess the performance on a
different task [5, 17]. In principle, each IR task requires an ad-hoc
evaluation methodology. On the other hand, the development of
conversational systems has recently received a lot of attention from
the IR community. The availability of effective machine learned
methods and contextualized language models such as BERT, have in
fact enabled the development of brand new agents capable of seem-
ingly converse with the user in a multi-turn interaction made of a
sequence of utterances and answers. Nevertheless, the evaluation
of such conversational systems is still struggling to reach satisfying
results. In particular, at the current time, the procedures to evaluate
the quality of conversational systems are still in their seminal state.
Typically, researchers adopt techniques drawn from machine trans-
lation, machine learning or ad-hoc search evaluation that difficultly
capture the specificity of the task and the differences among conver-
sational systems. Conversational systems are instead peculiar and
the tasks they address cannot be assimilated to other IR tasks. Some
systems are focusedmainly on themanagement of the dialoguewith
the user [26, 27], but from an IR perspective we are more interested
to task-oriented conversational systems [3, 13, 19, 23, 25]. In these
systems, the user has a final goal in mind, for example purchasing
something or learning about a specific topic. The system replies to
user utterances driving the user through the dialogue toward satis-
fying her need. Due to their complexity, user studies are the best
evaluation strategy for such conversational agents [8, 9, 11, 14, 15].
However, user studies tend to be very expensive and an offline
evaluation is commonly preferred, at least in the first phases of the
development of new conversational systems.

An issue that impairs the offline evaluation of the conversational
agents is linked to the availability of public datasets. Researchers
however recently invested a lot of effort in the construction of pub-
licly available collections [6, 18, 20]. Among these initiatives, the
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TREC campaign on Conversational Assistance Track (CAsT) [7]
notably promote good practices for a fair offline evaluation of dif-
ferent systems. Even for this initiative however, utterances are
evaluated independently by using Normalized Discounted Cumu-
lated Gain (nDCG) with a cut-off at 3. After that, to score the system
at the conversation level, they consider either mean-based or turn-
based aggregation approaches. The former simply computes the
mean score on all utterances. The latter weights the measure ac-
cording to the distance of the utterance from the beginning of the
conversation. The turn-based measure relies on the assumption that
the further the utterance is from the beginning of the conversation,
the harder it is to keep track of the context of the conversation and
effectively retrieve documents useful to answer the utterance. The
community has recognized the drawbacks linked to adapting tradi-
tional evaluation approaches to the conversational setup [1, 16, 19].
In some cases a low correlation between traditional metrics and
user satisfaction has been observed [2, 16]. We note that often ut-
terances of the same conversation share the same context. Different
utterances might be connected to the same semantic entity or have
common relevant documents. This gives rise to inter-dependencies
between utterances that might invalidates most of the statistical
evaluation approaches. To solve the above-mentioned limitations,
this work proposes a novel evaluation framework. The framework
relies on the concept of “conversation graph”: each conversation
can be modelled as a Directed Acyclic Graph (DAG). In detail, each
utterance is linked to the previous ones containing the contextual
information that can help understand the utterance itself. Using
such graph we define a family of measures, dubbed Hierarchical
Dependency-aware Aggregation (HDA), which relies on the topology
of the conversational graph to compute the performance for each
conversation. The proposed approach has two main advantages
over the state-of-the-art of conversational systems evaluation: i) By
excluding the temporal component of utterance issuing, it allows
generalization to multiple conversations on the same topic; ii) it
accounts for the intrinsic interdependence between utterances that
cause over-estimation of the performance. The remainder of this
work is organized as follows: Section 2 describes our approach for
the annotation of the conversations and the recursive evaluation
framework. Section 3 shows our empirical results, while Section 4
concludes the paper.

2 THE PROPOSED FRAMEWORK
2.1 Annotating the Collection
A task-driven conversation between a human and an agent is com-
posed of a sequence of user utterances. These utterances express
the (faceted) information need that the user desires to satisfy, while
the system tries to answer it. Utterances are either self-contained or
contextual. A self-contained utterance states a clear intent, and can
be submitted directly to the system to search for the answer. Con-
textual utterances, on the other hand, are not so straightforward
to be answered. They contain references to entities and concepts
mentioned in the previous utterances. We typically identify such ut-
terances as “anaphoric” or “elliptic”. Anaphoric utterances include
terms e.g., pronouns, that explicitly reference previously cited el-
ements of the conversations. Elliptic utterances include missing
elements inferable by the context. Based on such classification of the

37-1

37-437-337-2 37-5

37-6

37-737-8

Figure 1: Graph originated by the conversation reported in Table 1. Links
indicate a contextual dependence (e.g., anaphoric or elliptical) between utter-
ance nodes.

utterances, we can model a conversation as a graph highlighting
the dependencies among utterances. More formally, a conversa-
tion can be defined as a DAG G = (V, E) where V is the set of
utterances in the conversation, while E is a set of direct edges mod-
elling the dependencies between pairs of utterances. In particular
E = {(𝑢, 𝑣) |𝑢, 𝑣 ∈ V , iff 𝑢 contains the context to understand 𝑣}.
Note that G is not necessarily a connected graph: we can easily
imagine cases in which the conversation involves a topic drift where
the user swiftly changes the context. In such a case, two sets of
utterances refer to two different contexts and the corresponding
subgraphs will likely be not connected. Furthermore, we observe
that the most common structure for G or its subgraphs is a tree.
Given an information need, the user starts the conversation with a
self-explanatory utterance. Since the information searched for can
be complex and faceted, the dialogue generally evolves through a
sequence of further utterances investigating aspects related to the
context of the first one. Such conversations, very in conversational
datasets, clearly originate graphs with the shape of a tree.

Table 1: Coversation 37 of the CAsT 2019 collection.

id prison psychology studies

37-1 What was the Stanford Experiment?
37-2 What did it show?
37-3 Tell me about the author of the experiment.
37-4 Was it ethical?
37-5 What are other similar experiments?
37-6 What happened in the Milgram experiment?
37-7 Why was it important?
37-8 What were the similarities and differences between the studies?

For the following experimental analysis, authors manually an-
notated the conversations available in CAsT 2019. Table 1 and
Figure 1 depict a conversation included in such dataset and the
corresponding graph annotation, respectively. The task of building
automatically such graphs is a complex task that requires human
supervision. In future, we can imagine the usage of machine learn-
ing algorithms to construct the conversation graph. Nowadays, the
collections could be annotated by the practitioner or directly at
construction time by assessors when judging the documents.

2.2 The Hierarchical Dependence-aware
Aggregation

Now we propose an approach to aggregate the utterances scores by
exploiting the conversational graph. Our approach is dubbed Hi-
erarchical Dependency-aware Aggregation (HDA) since it accounts
for semantic and contextual hierarchical dependencies between
utterances to weight their scores in the global aggregation. The
HDA framework relies on propagating the performance informa-
tion, according to an arbitrary evaluation measure, for an utterance
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to its neighbours in the conversational graph. Such information can
flow either from children to parents or in the opposite direction:
we will refer to the two situations with HDA-backward (HDA-𝑏 )
and HDA-forward (HDA- 𝑓), respectively. Furthermore, HDA can
be instantiated with any evaluation measure. Throughout our ex-
periments, we use nDCG@3, which is the reference measure for
CAsT 2019 [7]. LetU be the set of utterances, with 𝑢 indicating a
single utterance. Let S be the set of conversational systems to be
compared, with 𝑠 representing a single system. We identify with𝐶𝑢
and 𝑃𝑢 the children and parents of the utterance 𝑢 in the graph of
the conversation as defined in Section 2.1. Furthermore, we define
𝑚𝑠 (𝑢) the value of an arbitrary IR measure𝑚 on utterance 𝑢 for
system 𝑠 . Hereinafter we assume measure𝑚 to be normalized with
1 indicating the highest performance. We consider𝑚𝑠 (𝑢) the prob-
ability that the user information need has been completely satisfied
thanks to the answers provided by 𝑠 for the utterance 𝑢. Therefore,
1 −𝑚𝑠 (𝑢) corresponds to the probability for the user information
need to be not satisfied. The first formulation of our framework,
HDA-backward induced by measure 𝑚 (HDA-𝑏𝑚), accumulates
the performance information on the root nodes of the conversa-
tional graph. In HDA-𝑏𝑚 , 1−𝑚𝑠 (𝑢) corresponds to the probability
that the user will pose new (contextually linked) utterances 𝐶𝑢
after 𝑢 to solve her need. With probability 1 −𝑚𝑠 (𝑢) the user will
gain additional information about the current conversation topic
in a measure that depends on how utterances in 𝐶𝑢 are answered.
Therefore, we define the gain g𝑠 (𝑢) experienced on 𝑢 using 𝑠 as:

g𝑠 (𝑢) =
{
𝑚𝑠 (𝑢) if 𝐶𝑢 = ∅,
𝑚𝑠 (𝑢) + (1 −𝑚𝑠 (𝑢)) ·

∑
𝑣∈𝐶𝑢 g𝑠 (𝑣)

|𝐶𝑢 | otherwise.
(1)

For a single conversation C, the global score for 𝑠 is computed as:

HDA-𝑏𝑚 (C, 𝑠) = 1
|C𝑟 |

∑
𝑢∈C𝑟

g𝑠 (𝑢), (2)

where C𝑟 are the root utterances of the conversational graph. Con-
versely,HDA- 𝑓𝑚 aggregates the performance information on leaves
nodes. Ideally, we can assume that, for an utterance 𝑢, part of the
1−𝑚𝑠 (𝑢) information that is missing from the complete satisfaction
of the user is available in the parents 𝑃𝑢 of 𝑢. In fact, we can expect
that parent utterances will be more general and contain pieces of
information relevant also to the children. In this sense, 1 −𝑚𝑠 (𝑢)
is the probability that the user will gain further information by
considering the parents of an utterance. Similarly to HDA-𝑏𝑚 , the
gain for HDA- 𝑓𝑚 is defined as:

g𝑠 (𝑢) =
{
𝑚𝑠 (𝑢) if 𝑃𝑢 = ∅,
𝑚𝑠 (𝑢) + (1 −𝑚𝑠 (𝑢)) ·

∑
𝑣∈𝑃𝑢 g𝑠 (𝑣)

|𝑃𝑢 | otherwise.
(3)

For a single conversation C, the global score is then computed as:

HDA- 𝑓𝑚 (C, 𝑠) = 1
|C𝑙 |

∑
𝑢∈C𝑙

g𝑠 (𝑢), (4)

where C𝑙 are the leaf utterances of the conversational graph. As a
rule-of-thumb, the backward approachHDA-𝑏𝑚 should be favoured
in settings where conversations are “exploratory”: root nodes con-
tain the overall description of the conversation, while leave utter-
ances regard highly-specific sub-aspects of the topic. Conversely,
HDA- 𝑓𝑚 should be preferred when the user starts with a generic or
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Figure 2: Probability Density Function of the Kendall’s 𝜏 correlation be-
tween pairs of utterances of different groups.

unclear information need and adjusts it by gaining new information,
such as in the Q&A scenario.

3 EXPERIMENTS
To assess its behaviour, we apply the proposed framework to the
CAsT 2019 Collection [7] and the 65 runs submitted originally to the
TREC track1. The collection contains 20 test conversations, with,
on average, 8.65 utterances, and 173 judged utterances. Akin [7], in
our experiments, we use nDCG with cut off at 3.

Figure 2 shows the probability density function obtained with
the Kendall’s 𝜏 correlations measured for the different systems
on all the possible pairs of utterances. Specifically, we considered
the nDCG@3 scores and three partitions of utterance pairs: utter-
ances belonging to different conversations, utterances from the
same conversation, and utterances from the same conversation
tree as defined in Subsection 2.1. Utterances from the same conver-
sation have a statistically higher correlation (20.2% higher mean
correlation with p-value of < 10−10) than those from different
conversations. Similarly, we observe that the correlation between
utterances belonging to the same tree tends to be slightly shifted
toward the right compared to utterances from the same conversa-
tion (4.16% higher mean correlation). Note that, in this case, the
correlation is not significantly higher. When computing the mean
of the scores over utterances from the same conversation, we are
including in the computation the same magnitude multiple times.
This observation provides a strong evidence that a simple mean
does not model correctly the system performance. Figure 3a shows
the aggregated scores for the 65 runs submitted to CAsT 2019 us-
ing HDA-𝑏𝑛𝐷𝐶𝐺@3 and nDCG@3 averaged over utterances and
conversations. We highlight in blue “Automatic” runs for which
the utterance rewriting was performed by a system. “Manual” runs
(in orange) are instead those runs for which anaphora resolution
and query rewriting was performed manually. It is possible to ob-
serve that scores aggregated withHDA-𝑏𝑛𝐷𝐶𝐺@3 tend to be always
higher compared to the original ones. It is worth noting the multi-
ple changes in the rank of the systems induced by HDA-𝑏𝑛𝐷𝐶𝐺@3
w.r.t. mean nDCG@3. In particular, these position swaps tend to
be much more frequent on automatic runs than on manual ones.
More in details, we observe that HDA-𝑏𝑛𝐷𝐶𝐺@3 swaps 5.2% of the
pairs of systems in total, with 13% pairs of systems swapped among
the automatic runs and 4.7% of the systems switched among the

1To ease reproducibility, the annotated collection and code are available at https:
//github.com/guglielmof/HDA

https://github.com/guglielmof/HDA
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0 10 20 30 40 50 60
rank

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

a
g

g
re

g
a
te

d
 s

co
re

s

Automatic Rewriting

Manual Rewriting

Hierarchical Agg.

Original Agg.

(b) HDA- 𝑓𝑛𝐷𝐶𝐺@3 scores

Figure 3: Aggregated scores for each run submitted to CAsT 2019, observed using the proposed HDA framework against the classical mean aggregation. Runs
are sorted according to the original rank induced by mean aggregation of the nDCG@3.

manual runs. This indicates that manual runs are more stable: the
results on anaphoric utterances are similar to those observed for
self-explanatory ones. Such behaviour is not a surprise since, for
manual runs, the difference in quality between self-explanatory
and anaphoric utterances is only due to the retrieval engine. For
automatic runs, we have instead in the rewriting engine an addi-
tional source of possible errors. The measure presents a Kendall’s 𝜏
correlation with the original nDCG@3 of 0.8962 (p-value < 10−10).

Figure 3b shows the aggregated scores using HDA- 𝑓𝑛𝐷𝐶𝐺@3
against the one observed by using the traditional nDCG@3 mean
aggregation. In this case, we observe a correlation of 0.9019 (p-value
< 10−10). The higher correlation is likely to be due to the higher
number of utterances included in the aggregation (eq. 4). Similarly
to the previous case, 4.9% of the pairs of systems are swapped
by HDA- 𝑓𝑛𝐷𝐶𝐺@3. Among the automatic runs, we observe 11.6%
pairs swapped, while only 5.5% of the manual pairs have been
swapped. To compare the systems, we apply ANalysis Of VAriance
(ANOVA) [4, 10, 21] over the HDA scores. In particular, we define
the following two-ways ANOVA model:

𝑦 (C, 𝑠) = 𝜇.. + 𝛾C + 𝛼𝑠 + 𝜀,

where 𝑦 (C, 𝑠) is the performance score for the conversation C us-
ing the conversational system 𝑠 . 𝑦 can be computed either as the
mean over nDCG@3 values or by using one of the proposed HDA
scores. 𝜇.. is the grand mean among overall observations, 𝛾C is
the effect of the conversation C, 𝛼𝑠 is the effect of the system 𝑠

and 𝜀 is the approximation error. Then, we apply Tukey’s posthoc
analysis [24] to carry out a pairwise comparison of the systems.
Using the above-mentioned approach, we observe 966 statistically
significantly different pairs of systems for the mean aggregation
of nDCG@3, while we observe 844 (-13.6%) and 855 (-11.5%) pairs
of statistically significantly different runs for HDA-𝑏𝑛𝐷𝐶𝐺@3 and
HDA- 𝑓𝑛𝐷𝐶𝐺@3, respectively. Note that, as shown in Figure 2, the
pairs for the mean aggregation are overestimated: by averaging
over correlated magnitudes, we are artificially inflating the means
of the nDCG over different utterances. Therefore we are wrongfully
boosting some systems and penalizing others. In this sense, both
HDA-𝑏 and HDA- 𝑓 appear to be more reliable in discriminating
the systems. Table 2 reports the comparison between aggregation
approaches. Active Agreements (AA) are those pairs of systems for
which both aggregations agree that system A is significantly better
than B. Passive Agreements (PA) are those pairs of systems for which

Table 2: Agreement on significantly different systems pairs found by the
proposed aggregations. AA: Active Agreement; PA: Passive Agreement, PD:
Passive Disagreement. 2080 pairwise comparisons in total.

comparisons AA PA PD1 PD2 total
nDCG@3 vs HDA-𝑏 806 1076 160 38 2080
nDCG@3 vs HDA- 𝑓 817 1076 149 38 2080
HDA-𝑏 vs HDA- 𝑓 819 1200 25 36 2080

neither the first nor the second consider the difference between sys-
tems A and B significant. Passive Disagreements (PD) are the cases
where only either the first or the second aggregation states that A
is significantly better than B. Compared to HDA-𝑏 , HDA- 𝑓 tend to
have a higher agreement with the mean aggregation.We observe
a high AA, indicating that overall, we achieve similar conclusions
with all aggregations. As expected, looking at the PD1 of the first
two rows we observe that the traditional nDCG@3 aggregation
is too loose and considers different an higher number of pairs of
systems than both HDA-𝑏 and HDA- 𝑓.

4 CONCLUSIONS AND FUTUREWORK
We presented a novel framework for the evaluation of conversa-
tional systems. Such framework relies on the definition of a con-
versational graph, that models a conversation as a DAG where
edges indicate a semantic relation between utterances. With our
experiments, we highlighted that performance scores measured
for utterances in the same conversation are correlated and thus
they cannot be safely aggregated using the mean. Therefore, we
extended the proposed framework with two possible aggregation
approaches of the scores for a conversation, HDA-𝑏 and HDA- 𝑓,
that overcame some of the limitations exhibited by the traditional
mean aggregation. We plan to develop machine learning algorithms
capable of learning the conversational graph automatically. Fur-
thermore, we intend to deeply explore the proposed framework,
making it more general, by adding a Markovian exploration of the
conversational graph.
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