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Abstract
Conversational Information Access systems have experienced wide-
spread diffusion thanks to the natural and effortless interactions
they enable with the user. In particular, they represent an effective
interaction interface for conversational search (CS) and conversa-
tional recommendation (CR) scenarios. Despite their commonali-
ties, CR and CS systems are often devised, developed, and evalu-
ated as isolated components. Integrating these two elements would
allow for handling complex information access scenarios, such
as exploring unfamiliar recommended product aspects, enabling
richer dialogues, and improving user satisfaction. As of today, the
scarce availability of integrated datasets — focused exclusively on
either of the tasks — limits the possibilities for evaluating by-design
integrated CS and CR systems. To address this gap, we propose
CoSRec1, the first dataset for joint Conversational Search and Rec-
ommendation (CSR) evaluation. The CoSRec test set includes 20
high-quality conversations, with human-made annotations for the
quality of conversations, and manually crafted relevance judgments
for products and documents. Additionally, we provide supplemen-
tary training data comprising partially annotated dialogues and raw
conversations to support diverse learning paradigms. CoSRec is the

∗The authors contributed equally to this work.
1The dataset and code are available at: https://github.com/CAMEO-22/CoSRec
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first resource to model CR and CS tasks in a unified framework,
enabling the training and evaluation of systems that must shift
between answering queries and making suggestions dynamically.
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1 Introduction
Conversational Agents have revolutionized information access by
enabling natural interactions, making it easier for diverse user
groups, including children, the elderly, and individuals with visual
impairments, to retrieve information. The widespread adoption of
virtual assistants like Siri and Alexa, as well as chatbots such as
ChatGPT, underscores the growing public interest in these systems.
However, conversational information access introduces unique chal-
lenges compared to traditional media. These systems must hold the
conversational state, interpret complex natural language constructs
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(e.g., co-references, anaphoras, and ellipses), and adapt dynamically
to user inputs. Information Retrieval (IR) and Recommender Sys-
tems (RS) are among the information access systems that benefit
most from conversational interfaces. Conversational Search (CS)
systems assist users in refining their information needs through
multi-turn dialogues, while Conversational Recommendation (CR)
systems guide users in exploring a catalogue of items to identify
optimal recommendations. Despite their distinct objectives, CS and
CR systems share significant commonalities, as both rely on itera-
tive, multi-turn interactions to progressively refine user needs [19].

The development of Conversational Search and Recommenda-
tion (CSR) systems, which integrate both search and recommen-
dation functionalities, could offer notable advantages. From a user
perspective, such integration aligns naturally with real-world be-
haviour. For instance, a user may begin with a recommendation
intent but later realize the need for additional information to re-
fine their query. Conversely, a user starting with an informational
need might eventually seek personalized recommendations. This
seamless interplay between search and recommendation is already
evident in commercial search engines like Google and Bing, which
routinely incorporate recommendations into their result pages. Ex-
tending this integration to conversational systems would provide a
more cohesive user experience. From a technical standpoint, recent
research in joint IR and RS [46, 49, 57], though not yet conversa-
tional, has demonstrated the benefits of modeling these tasks to-
gether. For example, shared representation spaces have been shown
to enhance system effectiveness by capturing the interplay between
search and recommendation tasks. These findings suggest that inte-
grating CS and CR into a unified conversational framework could
yield similar improvements, paving the way for more effective and
user-centric systems [55, 56, 59].

Traditionally, CS and CR have been treated as independent mod-
ules within information access tools, with little to no interaction or
shared knowledge between them. This approach has hindered the
development of joint search and recommendation systems, particu-
larly in the context of conversational user-system interactions. One
major obstacle is the scarcity of publicly available resources for
training and evaluating joint CSR systems. While rich datasets exist
for individual tasks, e.g., the TREC CAsT collections [16–18, 44]
for search and REDIAL [32] for recommendation, there is a notable
absence of datasets tailored for joint scenarios. Moreover, the field
lacks a well-defined formalization of the ideal testbed for evaluating
joint CSR systems. This includes the structure and characteristics
that an ideal dataset should possess to effectively assess the per-
formance of such systems. Without a standardized framework, it
becomes challenging to compare different approaches or measure
progress in this emerging area. Addressing these gaps in resources
and evaluation methodologies is crucial for advancing the develop-
ment of integrated CSR systems and unlocking their full potential.

To facilitate the development of CSR systems, we introduce and
release CoSRec, the first large-scale dataset explicitly designed for
joint CSR tasks. CoSRec comprises approximately 9,000 user-system
conversations generated by a Large Language Model (LLM) in the
product search and recommendation domain. These conversations
encompass a variety of interactions, including pure search, pure
recommendation, and mixed search-and-recommendation utter-
ances. As a result, a CSR system tested on CoSRec must accurately

interpret the user’s intent in each utterance and respond appropri-
ately, taking into account the context of previous interactions. To
ensure the quality of the dataset, a sample of approximately 3% of
the conversations has been manually annotated to identify user
intents and assess overall quality. Additionally, for 20 high-quality
conversations, we provide utterance-level human-generated rele-
vance judgments for items or documents, depending on the intent
of the utterance. These annotations enable precise and effective
evaluation of joint CSR systems. A key feature of CoSRec is its
agnosticism toward underlying systems and evaluation paradigms.
Traditional evaluation methods for CS systems focus on ranking
documents based on information needs, while CR systems are eval-
uated based on the appropriateness of recommended items. How-
ever, there is no established standard for evaluating conversational
systems, particularly joint CSR systems. To address this, CoSRec
includes separate ground truths for search and recommendation
tasks, allowing researchers to apply diverse evaluation paradigms
and methodologies.

Our contributions can be summarized as follows:
• Formalization of an Ideal CSR Collection Structure: we define the
ideal structure for a joint CSR collection, providing a framework
to evaluate the performance of integrated CSR systems effec-
tively.

• Release of CoSRec-Raw: we introduce CoSRec-Raw, a dataset com-
prising approximately 9,000 automatically generated conversa-
tions for joint search and recommendation tasks. Alongside the
dataset, we provide a toolkit to generate additional conversations,
enabling further research and scalability.

• Release of CoSRec-Crowd: we present CoSRec-Crowd, a subset
of over 290 conversations manually annotated for quality. Each
utterance in these conversations is labeled with its intent (search,
recommendation, or joint search and recommendation), offering
valuable insights for intent recognition and system evaluation.

• Release of CoSRec-Curated: we provide CoSRec-Curated, a high-
quality subset of 20 deeply annotated conversations. For each
utterance, we include manual (personalized) annotations identi-
fying relevant passages or items, enabling precise and granular
evaluation of CSR systems.
The remainder of the paper is organized as follows. Section 2

surveys the current state-of-the-art for the integration of search and
recommendation tasks, and the main CS and CR datasets available.
Section 3 describes the characteristics that the ideal CSR collection
should have for testing properly a CSR system. Section 4 introduces
the proposed dataset, along with an overview of its main elements.
Section 5 outlines the source data from which CoSRec is built, the
methodology employed to create the dataset, and the methodology
used to generate all manual annotations. Section 6 analyzes the
current limitations of our dataset. Finally, Section 7 draws some
conclusions and outlines future work that will be built upon CoSRec.

2 Related Work
The strong relationship between search and recommendation has
been a topic of discussion since the 1990s [8]. Recently, systems
integrating both IR and RS functionalities have been developed [46,
49, 55–57, 59], demonstrating that jointly addressing search and rec-
ommendation tasks can lead to significant improvements. Similarly,



CoSRec: A Joint Conversational Search and Recommendation Dataset SIGIR ’25, July 13–18, 2025, Padua, Italy

in the conversational domain, the inherent similarities between CS
and CR can be leveraged to build joint CSR systems, offering users
seamless access to both search and recommendation capabilities.
The potential benefits and configurations of such conversational
systems have been explored by Di Noia et al. [19]. However, a ma-
jor obstacle to advancing joint CSR systems is the lack of publicly
available datasets specifically designed for this purpose. This gap in
resources hinders the development, evaluation, and benchmarking
of integrated CSR systems, limiting progress in this promising area
of research.

The recent gain in popularity of CS and CR systems led to the
creation of many conversational datasets. For CS, the TREC [50]
conference represents a major dataset resource since it held many
CS-related tracks: TREC CAsT [16–18, 44] and TREC iKAT [2]. In
particular, the first three editions of TREC CAsT focused on con-
text understanding and on the ability of systems to identify user
needs in a conversational setting. Instead, the fourth edition of
TREC CAsT also considered more realistic environments, including
a mixed initiatives sub-task. Moreover, TREC iKAT started to take
into account the personalization. Other CS-related datasets include
QuAC [14], CANARD [21] and QReCC [5] which are mainly con-
cerned with contextual Question Answering (QA). However, none
of the mentioned CS datasets takes into account the (personalized)
recommendation task. Indeed, even if it may seem that some search
queries represent recommendation requests (e.g., “what can I do
in Rome?”), CS collections are usually based on open-world collec-
tions (crawled from the web) and not on closed-world catalogues
as typical of CR and recommendation datasets [25, 32, 60].

For CR, datasets are usually created on top of existing recom-
mendation datasets or online resources. These include the Movie-
Lens dataset2, the Amazon Reviews dataset [26], IMDB3 and many
others4. Dodge et al. [20] first proposed a dataset, known as Face-
bookRec, that combines Question Answering QA and recommen-
dation. Many other CR datasets were then created, inspired by
this early approach. These include: REDIAL [32], which is a CR
dataset in the movie domain, TG-REDIAL [60] which considers
Topic-Guided CR, INSPIRED [25] which focuses on sociable CR
and many others [30, 31, 33, 37, 38, 48, 54]. However, none of the
mentioned CR datasets consider the search task. Indeed, even if it
may seem that some recommendation requests represent search
queries (e.g., “can you tell me the price of these shoes?”), CR datasets
are based on close-world catalogues usually limited to a single or
few domains and, therefore, are not suitable to provide satisfactory
answers to open-world search queries. Moreover, in CR, differ-
ently from CS, personalization plays a key role. Indeed, most of
the existing datasets include personalized conversations or some
personalization features [25, 32, 33, 60].

A point of connection between CS and CR can be found in the
product domain. Indeed, product search is a branch of IR that is
mainly concerned with the retrieval of products instead of docu-
ments. Many existing approaches draw products from closed-world
catalogues instead of open-world collections [27, 39]. This brings
search really close to recommendation since the datasets used in

2https://grouplens.org/datasets/movielens/
3https://www.imdb.com/
4https://github.com/ACMRecSys/recsys-datasets

product search are frequently shared with the ones used in rec-
ommendation. Amazon Reviews, for example, is a dataset built for
recommendation that is employed also in product search [1, 10, 11].
This dataset does not contain search style queries, thus they are
normally generated from the product categories or other elements.
Moreover, several product search approaches represent adaptations
of recommendation strategies [22]. Therefore, product search and
recommendation is a natural domain of application for joint CSR
systems. Indeed, CR systems usually focus on recommending items
(e.g.,movies, music or products) and in CS there exists a sub-domain
that focuses on conversational product search — CS systems which
operate in the product domain — [29, 40]. This was noticed also
by Bernard and Balog [9] who proposed MG-ShopDial, a dataset
considering both search, recommendation and QA. However, MG-
ShopDial offers a limited set of annotated conversations, without
including evaluation or personalization data.

Recent advancements in LLMs have had a transformative impact
across numerous fields. LLMs are increasingly being utilized to
either replace or support human efforts in a wide range of tasks.
In the field of Conversational Recommendation (CR), for instance,
early datasets [25, 30, 32, 48] were primarily created through hu-
man participation. This often involved individuals recruited via
crowdsourcing platforms engaging in simulated conversations to
generate the necessary dialogue data. However, due to the high costs
associated with human-generated data, recent CR datasets have
increasingly turned to LLMs for conversations generation [31, 33].
This shift has demonstrated promising results, enabling the creation
of high-quality datasets at scale. Either in CS and CR, it is common
to assess the quality of conversations in a dataset by sampling a
subset of the conversations and employing human assessors to eval-
uate the sampled dialogues. This step is fundamental, especially
when LLMs are used in the generation process [33].

3 The Ideal Joint CSR Collection
In this section, we outline the key characteristics essential for a
dataset designed to effectively evaluate joint Conversational Rec-
ommender Systems (CRS) systems. We define a conversation as a
multi-turn interaction between a user and a system, where the user
begins with an information need and iteratively refines it through
dialogue with the system. This process continues until the search
space is sufficiently narrowed and the user’s need is satisfied.

Intent multiplicity. Depending on the information access sce-
nario we consider — either CS or CR —, two interaction modalities
might occur. If we consider a CS scenario, we assume the user seeks
information held by the system. Therefore, the most typical interac-
tion involves the user asking questions and the system answering
them. The role of “questioner” and “answerers” might switch if
we consider the mixed initiative interaction [3, 52], where the sys-
tem can ask clarifying questions in case of ambiguous utterances.
Nevertheless, the paradigm remains the same: the system holds
the knowledge and the user must extract information from the
interaction. We refer to the user’s objective of extracting informa-
tion from the system as search intent. If we focus on the CR use
case, the roles are reversed. Here, the user holds the knowledge,
meaning they are the only ones who truly know what they desire.
The system’s role is to identify the items that best match the user’s

https://grouplens.org/datasets/movielens/
https://www.imdb.com/
https://github.com/ACMRecSys/recsys-datasets
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preferences. Once ready, the system provides information in the
form of recommendations. We define the user’s intention to receive
recommendations as recommendation intent.

A key characteristic of the joint search and recommendation
scenario is that the user may switch between intents from one
utterance to another and, in some cases, even express mixed in-
tents. For example, consider a user looking for a movie to watch
(recommendation intent). The conversational agent might begin
by asking questions to determine the desired characteristics of the
movie—acting as the information seeker. However, the user might
then request the plot of a specific film or biographical details of
its lead actor (search intent). In this case, the system must shift
roles and provide information. Therefore, in the joint CSR scenario,
the system must seamlessly transition between roles—acting as
either the information seeker or the information holder. Conse-
quently, an ideal joint CRS should interleave search-oriented,
recommendation-oriented, and mixed-intent utterances to
evaluate its ability to adapt to different tasks.

Personalization. The ideal CSR dataset must rigorously test the
personalization capabilities of joint CSR systems. Frequently, per-
sonalization is treated as a secondary aspect in information retrieval,
where the primary focus is on the query content rather than the user
who generated it. In contrast, personalization is a cornerstone of
recommender systems, which rely on user history and preferences
to determine which items to recommend [4]. In the conversational
domain, personalization takes again a critical role. Even with the
same information need, different users may follow entirely dis-
tinct paths to satisfy their information need [2, 34]. This inherent
complexity makes the construction of evaluation collections and
frameworks significantly more challenging compared to traditional
information retrieval and recommendation systems. Regardless, we
strongly argue in favour of CSR evaluation collections allowing to
assess joint CSR systems for personalized user needs.

Independence from the evaluation paradigm. Information retrieval
systems (including CS systems) are traditionally evaluated based on
the set of documents returned in response to the user’s query [17,
23]. Given a corpus of documents, relevance judgments determine
which documents are relevant to the query. A system is considered
more effective if it ranks relevant documents higher in the results
list. Similarly, recommender systems and CR are evaluated based
on how well they suggest items that users consider relevant, i.e.,
items they have consumed or rated highly. To assess this, a common
strategy is to split users’ profiles into a training set and a test set,
where the test set includes items the users have already consumed
and liked [12, 13].

At the same time, recent advances in LLMs and generative mod-
els have demonstrated their remarkable ability to simulate human-
like language [6, 43, 51]. These developments have given rise to
new interaction paradigms, such as Retrieval Augmented Gener-
ation (RAG). In this paradigm, the system no longer retrieves or
recommends a list of documents or items but instead generates a
concise summary containing the key information sought by the
user. This interaction paradigm appears particularly suited for the
conversational scenario, where the system typically responds with
an utterance composed of a few sentences at most. Nevertheless, the
research community is still struggling to find a standard evaluation

methodology to evaluate the generated content. Some evaluation
measures, such as BLEU [45] or METEOR [7] measure the lexical
overlap between the generated content and a canonical answer.
Others, such as BERTscore [58], employ semantic representation
models to quantify the semantic similarity between the system’s
response and the canonical answer. Finally, other paradigms, such
as the one recently employed for the TREC RAG Track [47], employ
atomic information units, also called nuggets, of the ideal answer, to
determine how many of them are found in the generated response.

Since, at the time of writing, an evaluation paradigm has yet to
become a standard, especially when it comes to the conversational
setting, we argue that the ideal joint CSR collection should be
agnostic to the underlying evaluation paradigm, allowing the
practitioner to instantiate the one more suited to the setting. Such
an ideal CSR collection would allow us to evaluate different classes
of systems, either based on generative models or that answer to
user’s utterances with the classical “ten blue links”. Furthermore,
this allows us to evaluate more “classical” approaches that might
still employ two different modules for the CR and CS tasks.

4 The Structure of CoSRec
CoSRec is a novel, multi-domain conversational dataset that allows
us to overcome the existing limitations of CR and CS datasets by
enabling us to consider CS and CR jointly. Product search and
recommendation are a natural domain of application for joint CSR
systems. CoSRec is based on conversations concerning products
to exploit this natural point of connection between CS and CR.
Importantly, this does not influence the information needs of the
search intents, which are open-ended and general. Following the
classic Cranfield paradigm for offline evaluation, CoSRec includes
three elements: a set of information needs, i.e., conversations, a set
of suitable responses to such information needs, i.e., a document
corpus and an items catalogue, and a set of human-made annotations.
At the same time, these elements have been adapted to fit our CSR
scenario.

In the remainder of this Section, we report an overview of the
elements constituting CoSRec, which are listed below:

• Information needs:
– Conversations: sequences of utterances.
– User profiles: summaries of the user interests for personal-
ization.

• Corpora:
– MS-MARCO v2.1: an IR corpus composed of passages derived
from web documents.

– Amazon Reviews: a recommendation dataset that includes
both a product catalogue and users’ reviews.

• Human annotations:
– Conversation quality assessments: rating of the conversa-
tion quality.

– Intent labels: labels specifying the user intent for a given
utterance.

– Relevance judgments: relevant documents or products for
each intent occurrence.

Information Needs. In the CoSRec dataset, information needs are
represented by conversations. CoSRec includes 9,249 conversations
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[...] The conversation continues. [...]

Hi! I'm looking to buy a product that will help me remove
makeup and take care of my skin.

Of course. Many makeup removers contain aloe vera,
chamomile, and lavender as they have calming properties

that soothe the skin. [...]

Yes, it is! The Keyano Lavender Milk 8oz is designed
specifically for dry and sensitive skin types. [...]

Two different Search Intents

Okay, can you tell me more about these kinds of products?
What are some common ingredients used in them?

That sounds perfect! I've heard great things about Keyano
products. Is this product suitable for dry and sensitive skin?

Product Detail Intent

Let me see... How about the Keyano Lavender Milk 8oz?
It's a milky white cleanser and makeup remover that uses [...]

That sounds wonderful! I would love to try out a product
that incorporates lavender. Can you recommend [...]?

Recommendation Intent

Ah, great need you have there! [...]

Figure 1: Example of conversation found in the CoSRec
dataset.

split into 3 partitions: CoSRec-Raw: 8,938 non-annotated conver-
sations containing 71,656 utterances; CoSRec-Crowd: 291 human-
annotated conversations including 2,329 utterances; CoSRec-Cura-
ted: 20 deeply human-annotated conversations containing 150 ut-
terances. Following the procedure described in Section 5.1.1, these
conversations have been generated automatically. An example of
conversation is shown in Figure 1. Each conversation is a multi-
turn dialogue between a user and a system, where each turn cor-
responds to a user’s utterance and a system’s response. Hence,
each user’s utterance represents one or more information needs
the system must satisfy. To account for the intent multiplicity re-
quirement of the ideal joint CSR collection, these information needs
require the system to answer with items drawn from a catalogue,
i.e., recommendation intent, or with information retrieved from
a corpus of documents, i.e., search intent. In CoSRec-Crowd and
CoSRec-Curated, each intent is associated with a “canonical for-
mulation” describing the information need in isolation and a series
of human-made reformulations.

To satisfy the personalization requirement for a CSR collection,
each conversation of the CoSRec-Curated partition is associated
with at least 3 user profiles. Such user profiles are composed of two
elements: a brief textual summary of the user’s interests and a set
of keywords. The users’ profiles are constructed using the text of
the users’ past reviews and are used to steer the recommendation-
oriented relevance judgments. Hence, they can be used to personal-
ize the CSR system’s responses.

Corpora. As mentioned earlier, in CSR, search and recommenda-
tion intents are satisfied by information drawn from a corpus and a
catalogue of items, respectively. Mixed intents, on the other hand,
require information from both data sources. Therefore, we need a

Table 1: Distribution of labeled intents for CoSRec-Curated
and CoSRec-Crowd.

Partition # Labeled Intents
Search Rec. Pr. Det. Total

Curated 43 62 38 143
Crowd 1,159 1,121 1,988 4,268

Table 2: Distribution of relevance judgments per scores and
intent type in CoSRec-Curated.

Relevance # Judgments
Search Rec. Total

Highly Relevant 571 5,950 6,521
Partially Relevant 696 4,097 4,793
Not Relevant 1,047 5,103 6,150

corpus and a catalogue to serve as the foundation for the system’s
answers during evaluation. To this end, we rely on two publicly
available resources: MS-MARCO v2.1 [41] for search intents and
Amazon Reviews [26] for recommendation intents:
MS-MARCO v2.1 is a widely used IR corpus which contains over

113.5M passages obtained from web crawls. In CoSRec the
set of passages derived from MS-MARCO v2.1 is used to
support search intents.

Amazon Reviews is a traditional recommendation dataset that
includes a product catalogue along with product metadata
and user reviews. These two components enable both rec-
ommendation and personalization, as user interests can be
inferred from the reviews. To ensure relevance, we use a
refined version of Amazon Reviews, which we refer to as
AR-filtered, focusing only on sensible items for recom-
mendation and personalization.

Annotations. Among the 9,249 conversations included in CoSRec,
311, corresponding to those in the CoSRec-Crowd and CoSRec-Cura-
ted partitions, are manually annotated to assess their quality. The
quality evaluation considers four aspects, inspired by those em-
ployed in LLM-REDIAL [33]: fluency, informativeness, logicality,
and coherence. Additionally, the same 311 conversations are labeled
to identify user intents in each utterance. The considered intent
types are: search: a request for general information about a topic
related to a product; recommendation: a request for some product
suggestion, according to user’s requirements; product detail: a re-
quest for some details about a specific product. There is no limit to
the number of intents that can be identified in a single user utter-
ance. For each intent occurrence, the corresponding utterance (or a
portion of it) is used to generate a canonical formulation along with
reformulations. Since an utterance may contain multiple intents,
it has as many canonical formulations (and corresponding refor-
mulations) as the number of intents. Table 1 reports the number
of labeled intents for each intent type in the CoSRec-Crowd and
CoSRec-Curated partitions.
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Based on the quality assessment results, 20 high-quality conver-
sations are then selected and refined to form the CoSRec-Curated
dataset. For each intent, the CoSRec-Curated reports manually-
crafted relevance judgments. The relevance judgments for the
search intent are built following a TREC-style paradigm and are
not personalized. For recommendation intents, on the other hand,
the relevance judgments are personalized on the users’ profiles
associated with the conversation. For completeness, we also report
a non-personalized set of relevance judgments in the case of recom-
mendation intents. Finally, for product detail, we report the product
for which the user asked for more information. We opt for this fine-
grained level of relevance judgments to satisfy the independence
from the evaluation paradigm criterion. Moreover, building the rele-
vance judgments independently for search and recommendation
intents allows the evaluation of a wider spectrum of CSR systems:
systems that employ sub-systems for the two tasks, systems that
carry out the two tasks jointly with a unifiedmodule, systemswhich
rely on personalization and systems which do not consider user
preferences. Table 2 shows the number of human-made judgments
organized by relevance level and intent type.

Comparison. We compare CoSRec with other existing CR and
CS datasets. The outcomes of this detailed comparison are reported
in Table 3. It shows that CoSRec has a comparable number of “test”
conversations, utterances, and relevance judgments with respect
to other CS datasets. Notably, it is the only dataset supporting
both search and recommendation in the conversational context
while also providing relevance assessments to enable evaluation.
Furthermore, personalization plays a key role in recommendation,
as evidenced by all the considered CR datasets supporting it. TREC
iKAT, instead, is the only CS resource to support personalization.
Given that iKAT is the most recent among the considered datasets,
it highlights that the interest towards personalization is growing
also within CS research. Consequently, the CoSRec dataset besides
being among the few allowing to consider CS and CR jointly, it
is also the only one including the necessary features to enable
personalization.

5 Methodology
In this section, we describe how the different components of the
datasets are generated and the annotation process.

5.1 Information Needs
Here, we describe the process of generating the information needs,
including the conversations and the profiles of three users for each
conversation.

5.1.1 Conversations Generation. CoSRec includes a total of 9,249
conversations generated by a LLM by iterating the following steps:
Step 1 We sample a random item from AR-filtered. This item is

considered the target item.
Step 2 We concatenate the title and description of the target prod-

uct and use it as a query to retrieve ten items from AR-filte-
red using BM25 as a retrieval model.

Step 3 We concatenate the description of the target product and
the three reviews with the highest count of “useful” rates
in the AR-filtered. We then use Llama 3.1 8B to extract

a textual query from this string. Such query retrieves ten
passages from MS-MARCO v2.1 using BM25.

Step 4 We fill in a prompt with i) the title and description of the
target item and the three reviews rated “useful” the most; ii)
the ten passages from Step 3; iii) the title, description, and the
three most rated useful reviews of the ten products retrieved
in Step 2. This prompt is fed to Llama 3.1 8B. The output is a
simulated conversation between a user and a conversational
agent about aspects related to the target item.

Step 5 We drop the conversation if: i) contains parts of the prompt
or placeholder text; ii) is malformed or truncated; iv) is too
long or too short.

It is important to emphasize that the conversations were not
generated by making the LLM converse with itself. Instead, each
conversation is the output of a single prompt, ensuring greater
internal validity. The code used to generate the conversations, in-
cluding prompts and filtering scripts, is available in the CoSRec
repository for favoring reproducibility and extensions.

5.1.2 User Profile Generation. For the CoSRec-Curated partition,
we generate a set of user profiles for every conversation, which are
used to steer the personalized relevance judgments. These are the
steps to generate such profiles:
Step 1 We sample three users, each having at least one review in

the Amazon Reviews dataset for one of the ten items selected
during conversation generation. In six conversations, only
two users met these criteria and were therefore included.

Step 2 For each user, we extract the 10 reviews posted before re-
viewing the items considered in the previous step. These
reviews are included in two prompts fed to Llama 3.1 8B
to generate a textual and keyword-based description of the
features important to the user.

We manually reviewed the profiles for consistency and mean-
ingfulness, discarding unsatisfactory profiles.

5.2 Corpora
CoSRec builds upon two publicly available resources. Specifically,
we employ Amazon Reviews [26], a large-scale dataset comprising
product metadata (∼48M products) and user reviews (∼571M) from
Amazon, collected from May 1996 to September 2023. We also
exploit MS-MARCO v2.1 [41] segmented corpus5, comprising over
113.5M passages extracted from web pages.

5.2.1 Product Catalogue Preprocessing. The Amazon Reviews data-
set reports for each review: the rating, the title and the text of the
review, the number of users that rated the review as helpful, a refer-
ence to the user that wrote the review and to the reviewed product,
a boolean flag indicating if the user purchase of the product has
been verified and other details. For each product instead, it provides:
the title, the description, the features, the details (e.g., materials,
brand, sizes), the price, the category (also the hierarchy), and other
information (e.g., images). To build the product catalogue of CoS-
Rec, we process Amazon Reviews dataset, generating AR-filtered.
First, we merge each product’s features and description (we refer to
this string as “description”). Then we discard items with: i) empty
5This corpus is the same used in TREC RAG 2024 track [47]. More information can be
found at https://trec-rag.github.io/annoucements/2024-corpus-finalization/.

https://trec-rag.github.io/annoucements/2024-corpus-finalization/
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Table 3: Characteristics of the test set of CoSRec and different CS and CR datasets.

Dataset Domain # Convs. # Utterances # Assessed
Utterances

Avg. Rel.
Judgments

Supports
Search

Supports
Rec.

Supports
Personalization

CSR CoSRec-Curated General 20 150 150 166.3 ✓ ✓ ✓

MG-ShopDial [9] General 64 2196 — — ✓ ✓ ✗

CS

QuAC [14] General 1k 7.3k 7.3k 1

✓ ✗

✗

QReCC [5] General 2.8k 16.5k 16.5k 1 ✗

TREC CAsT 2019 [17] General 20 173 173 169.7 ✗

TREC CAsT 2020 [16] General 25 216 208 194.5 ✗

TREC CAsT 2021 [18] General 26 239 158 122.4 ✗

TREC CAsT 2022 [44] General 18 205 163 256.1 ✗

TREC iKAT 2023 [2] General 25 326 176 194.2 ✓

CR

INSPIRED [25] Movie 1k 35k — —

✗ ✓ ✓REDIAL [32] Movie 10k 182k — —
TG-REDIAL [60] Movie 10k 129k — —
LLM-REDIAL [33] General 47.6k 482.6k — —

title or description, written not in English, or with non-ASCII char-
acters; ii) unavailable or without store, price, or category. In total,
our filtered catalogue includes about 12.3M products. Furthermore,
we drop empty reviews or reviews associated with a discarded item,
ending with approx. 303.9M reviews.

5.3 Human Annotations: Conversation Quality
Assessments

The CoSRec dataset comes with human-made quality assessments
for a subset of 311 conversations (∼3%) corresponding to CoSRec--
Crowd and CoSRec-Curated. In particular, our annotation process
involved 99 semi-expert human annotators.6 Each conversation
was assigned to five annotators to ensure that at least three quality
assessments were available for each conversation. Such quality
assessments are given on a 1 to 5 scale and concern 4 aspects:
Fluency A conversation is fluent when it is well organized, in

regular English grammar, easy to understand, and has a
continuous flow.

Informativeness A conversation is informative when the utter-
ances include substantial content, communicate the user’s
needs, or deliver valuable information.

Logicality (a.k.a., Inverse Perplexity) A conversation has a high
logicality when its utterances are organized according to a
logical flow and align with common reasoning.

Coherence A conversation is coherent when the user and the sys-
tem follow each other without unexpected or inappropriate
utterances. Furthermore, given the specific product search
setting, the user’s final utterance must be consistent with
the needs expressed during the dialogue.

Figure 2a reports the distribution of the quality assessments av-
eraged across the four aspects. 260 (approx. 83%) conversations
have an average rating above 3.5. Figure 2b depicts the ratings

6Human annotators were voluntary master students recruited from the Information
Retrieval and Recommendation course and Machine Learning course at Polytechnic
University of Bari. The maximum workload was estimated in 3 hours, to ensure a fair
effort.

distribution for each quality aspect considered. Only a few conver-
sations received ratings below 4 in fluency and informativeness. In
contrast, lower ratings were more frequent for logicality and coher-
ence. This trend may be attributed to the characteristics of LLMs,
which are effective in generating fluent and human-like text but
often demonstrate limitations in logical reasoning and maintaining
coherence [6, 53].

5.4 Human Annotations: Intents Labeling
The human annotators also associated intent labels to each ut-
terance of the CoSRec-Crowd and CoSRec-Curated conversations.
Each utterance is annotated with zero, one, or more among “search”,
“recommendation”, and “product detail” intents.
Search The user asked for general information about a topic re-

lated to the product they are discussing.
Recommendation The user asks for some products to be sug-

gested, according to her requirements.
Product Detail The user inquires about details of the product

being discussed (e.g., price, brand, size).
The type of answer is the main difference between “search” and

“product detail”. A product detail question can be answered by in-
specting the product’s description using information extraction
approaches [36, 42]. On the other hand, search intents denote open-
ended questionswhose answers are likely to be found on an external
corpus. These labels are released as they are for the CoSRec-Crowd
portion of the dataset. In contrast, for the 20 CoSRec-Curated con-
versations, the authors of this paper further refined the labels by
reviewing caseswhere annotators did not reach unanimity. Through
discussion, they assigned the most appropriate label. After intent
labeling, approximately seven utterances per conversation in the
CoSRec-Crowd partition were annotated. Specifically, 1,159 utter-
ances were labeled with the search intent, 1,121 with the recom-
mendation intent, and 1,988 with the product detail intent. For each
conversation in the CoSRec-Curated partition, following the label
refinement process, an average of approximately 7.15 intents were
identified: ∼2.15 search intents, ∼3.10 recommendation intents, and
∼1.90 product detail intents.
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Figure 2: Quality of the LLM-generated conversations
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Figure 3: Distribution of highly relevant, partially relevant,
and not relevant judgments across intents.

Along with intent labels, human annotators also provided a
stand-alone formulation. This formulation is a self-explanatory
textual description of the information need, independent of the
conversation’s context, as it fully encapsulates it. In most cases, the
stand-alone formulation for a search intent resembles a query, while
for a recommendation intent, it is akin to an ideal product descrip-
tion. Since each conversation, and therefore each utterance, was
annotated bymultiple annotators, we define the longest stand-alone
formulation as the canonical formulation. In contrast, the others
are considered reformulations. As with intent labeling, the stand-
alone formulations in CoSRec-Curated were carefully reviewed
to correct typographic errors and ensure consistency. After this
revision, each intent-labeled utterance in CoSRec-Curated has a
minimum of 1, a maximum of 5, and an average of 2.79 stand-alone
formulations.

5.5 Human Annotations: Relevance Judgements
The CoSRec-Curated portion of the dataset contains a total of
17,464 relevance judgments for user intents related to search and
recommendation. Each intent has between 26 and 452 judgments,
with an average of 166.3. Figure 3 shows the distribution of rele-
vance judgments across intents for each relevance level. Of these
judgments, 11,314 indicate either high or partial relevance, with
per-intent values ranging from 3 to 311 (average: 107.75). In the fol-
lowing, we describe in more detail the relevant judgment collection
procedure for each type of intent.

5.5.1 Search Intents Relevance Judgements. To construct the rele-
vance judgments, we follow the standard TREC-style annotation
procedure, which involves two steps: building a pool and judging

the documents. To form the pool, for each search intent, we con-
sider every stand-alone formulation (the canonical formulation and
all reformulations) of the utterance that generated it. Such formu-
lations are used to retrieve the documents from MS-MARCO v2.1.
In detail, we use BM25 to retrieve 1000 documents. This set of doc-
uments is then reranked using SPLADE [24], TCT ColBERT [35]
and Contriever [28]. Thus, for each stand-alone formulation, we
obtain 4 ranked lists. All the ranked lists are pooled together, with
a pooling depth of 10.

During the relevance judgment phase, each (search intent, docu-
ment) pair was evaluated to ensure at least three human relevance
judgments. Assessors had access to (i) the canonical formulation
of the intent, (ii) the conversation up to the utterance from which
the intent was derived, and (iii) the document text. Based on this
information, they assigned a relevance judgment on a 0-2 rating
scale, defined as follows:
0 – Not Relevant The document is completely unrelated to the

query. It does not contain any, even partial, information
useful to provide the correct response to the user.

1 – Partially Relevant The document contains some information
related to the query but does not provide a complete response.
It may include partial information or details about some
particular facets of the topic.

2 - Highly Relevant The document is sufficient to provide a com-
plete and meaningful response.

The gap between partial and high relevance forces the annotators
to take a clear stance, easing their work and avoiding ambiguity. To
account for possible systematic biases introduced by the assessors,
we combine the relevance judgments through majority voting. To
break ties, we weigh the relevance judgments of the assessors by
considering their average Cohen’s 𝜅 [15] with every other assessor
as a measure of their reliability.

5.5.2 Recommendation Intent Relevance Judgements. When gather-
ing recommendation intent relevance judgments, we introduce a
personalization aspect to satisfy the personalization requirement of
a CSR collection. In detail, this calls for a few changes compared
to the search intents relevance judgements collection. In detail, we
generate a set of queries to retrieve the products from AR-filtered
for each generated user profile associated with the conversation.
This set of queries contains the canonical formulation of the in-
tent, all reformulations, and their concatenation with the generated
user’s keyword-based profile. Additionally, we generate the queries
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for the so-called “cold-start” profile, i.e., an empty profile. In this
case, we use only the canonical formulation and the reformulations.
Using these queries, as before, we employ BM25, TCT ColBERT,
Contriever, and SPLADE to obtain the (re-)ranked product lists from
the AR-filtered dataset for each profile, including the “cold-start”
profile. We then extract the pool of products to be judged — one
for each profile.

In this case, the human assessor assigned relevant judgments to
triples (recommendation intent, product, profile). Notice that each
triple is judged by at least two assessors and the possible ties are
broken in the sameway as for the search intents. Thus, the assessors
had access to i) the canonical formulation of the intent, ii) the
conversation up to the utterance from which the intent was derived,
iii) the textual description of the profile, iv) the product title and
its description extracted from AR-filtered dataset. In the case of
the “cold-start” profile, we do not provide any profile information.
The human assessors were instructed to imagine impersonating
the user corresponding to the profile and consider their preferences
when assigning the relevance judgments. On the other hand, in
the case of the “cold-start” profile, they were asked to express
relevance judgments irrespective of the characteristics of any user.
As for documents, relevance judgments are on a scale of 0-2 and
correspond to:
0 – Not Relevant The product is completely unrelated to the re-

quest for the considered user.
1 – Partially Relevant The product is partially related to the re-

quest for the considered user. Despite this, the user might
prefer similar products or alternatives.

2 - Highly Relevant The product is completely related to the re-
quest for the considered user.

Product Detail Intents. With a “product detail” intent, the user
wishes to satisfy an information need about a specific product and
its description. Therefore, the ground truth, in this case, corre-
sponds to the identifier of the product the question is about. If the
human assessor annotated the utterance with “product detail”, we
searched the corresponding product on the AR-filtered dataset.
After manually ensuring that the LLM that generated the conversa-
tion did not hallucinate the product, we link the product identifier
to the utterance. We plan to extend future versions of CoSRec, by
also annotating the specific span of text where the answer to the
question is found.

6 Limitations
While a deployed system can be evaluated via A-B testing and other
online experiments, the development of a system—especially during
the first phases—requires an experimental collection that can be
used offline. Traditionally, IR experimental collections are built
employing IR systems to retrieve the documents later annotated
by the experts. Similarly, RS collections rely on historical data logs
derived from a real-life service. This cannot be done in the CSR
domain as there exists no system fromwhich we can take the logs as
data. Indeed, traditional CS and CR systems operate separately. At
the same time, currently, LLMs are not meant to retrieve documents
from a corpus and items from a catalog and behave as interfaces
rather than information access engines. This raises a “chicken-and-
egg” situation: the community still lacks CSR systems to extract

the data from and the data to develop CSR systems. Consequently,
we were forced to build CoSRec treating and annotating search and
recommendation intents separately. Since the conversations did not
occur in a real-life scenario and were generated by an LLM, some
utterances might feel unnatural to a human reader. Nevertheless,
this collection may represent the cornerstone for the CSR research
domain and to start collecting joint CSR data: using CoSRec, the
research community can develop CSR systems whose logs can be
used as future collections.

CoSRec supports personalization, but only to a limited extent.
Specifically, user profiles are not factored into the generation of con-
versations. As a result, according to the personalization criterion of
the ideal CSR collection, different users with the same information
needs follow the same sequence of utterances to reach an answer.
Furthermore, CoSRec only incorporates personalization for the rec-
ommendation intents. This limitation arises because of the scarcity
of publicly available data suitable for personalization within the CS
context. Finally, personalization does not concern users’ purchase
history but only their concept of “relevance”, preventing the full
application of collaborative filtering strategies. Therefore, as be-
fore, the main goal is to employ CSR as a starting point to develop
CSR system and collect appropriate, user-centric data to enhance
personalization.

7 Conclusions and Future Work
In this work, we have outlined the key features of an ideal joint
CSR collection and introduced CoSRec, a novel dataset designed
for the CSR context. CoSRec comprises 9.2k conversations encom-
passing pure search, pure recommendation, and mixed search-and-
recommendation utterances, all generated using LLMs. A subset
of 311 conversations has been human-annotated to evaluate their
quality and to label user intents. Additionally, for 20 high-quality
conversations, CoSRec provides relevance judgments for each la-
belled intent, personalized for recommendation scenarios. While
CoSRec is still limited in terms of personalization, it meets all the
requirements of an ideal CSR collection. We believe that CoSRec
will foster research in the area by providing a robust foundation for
developing and evaluating CSR systems. To ensure reproducibility
and encourage extensions, we make all code, scripts, prompts, and
the dataset publicly available. Future work will focus on the gen-
eration and labelling of new conversations and the improvement
of personalization, by including it in the generation process and
extending it to the search intents. Furthermore, the current version
of CoSRec will allow the development of actual integrated CSR
systems that can be used to collect additional data, ground truth
labels, and conversations.
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