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ABSTRACT
Traditional Information Retrieval (IR) effectiveness metrics assume
that a relevant document satisfies the information need as a whole.
Nevertheless, if the information need is faceted or contains subtopics,
this notion of relevance cannot model documents relevant only to
one or a few subtopics. Furthermore, faceted documents in a ranked
list may focus on the same subtopics, and their content may overlap
while neglecting other subtopics. Hence, a search result, where top-
ranked documents deal with different subtopics should be preferred
over a result where documents are thematically limited and provide
overlapping information. The Multi-Dimensional Cumulated Util-
ity (MDCU) metric, recently formulated theoretically by Järvelin
and Sormunen, extends the evaluation of novelty and diversity by
considering content overlapping among documents. While Järvelin
and Sormunen described the theory of MDCU and illustrated its
application on a toy example, they did not investigate its empirical
use. In this paper, we show the practical feasibility and validity of
the MDCU by applying it to publicly available TREC test collec-
tions. Furthermore, we analyse its relation with the well-established
𝛼-nDCG, and finally, we provide a Python implementation of the
MDCU, fostering its adoption as an evaluation framework. Our
results indicate a positive correlation between 𝛼-nDCG and MDCU,
suggesting that both measures correctly identify similar trends
when evaluating the IR systems. Finally, compared to 𝛼-nDCG,
MDCU exhibits a stronger statistical power and identifies up to 9
times more statistically significantly different pairs of systems.
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1 INTRODUCTION
Traditional Information Retrieval (IR) evaluation metrics primarily
rely onmono-dimensional relevance judgments to assess the quality
of retrieved documents. Mono-dimensional relevance judgements
assume a query to be mono-thematic: the retrieved documents
either concern the (single) theme relevant to the query — possibly
with a degree of quality— or they do not. Moreover, most of the
IR measures focus exclusively on the topical relevance, ignoring
other aspects that might play a central role in determining how
accessible is the information in the document. An example of a
family of measures based on these principles is the Cumulated Gain
IR evaluation metrics family introduced by Järvelin and Kekäläinen
[9].

This abstraction is instrumental in facilitating offline evaluation.
However, users’ information needs often extend beyond singular
relevance assessments, considering factors such as novelty, redun-
dancy, and thematic diversity [2, 13, 16, 19, 22]. To address this
fact, different evaluation measures [6, 10] have been proposed to as-
sess IR systems by blendingmulti-dimensional relevance judgments.
These measures reward the novelty of retrieved documents’ content,
penalizing redundant information and overlap between themes. A
recent advance in the multi-theme and multi-attribute IR evalua-
tion domain is the Multi-Dimensional Cumulated Utility (MDCU),
proposed by Järvelin and Sormunen [10]. MDCU operates under
four assumptions: i) An information need might be multi-thematic,
and documents might satisfy one, many, or none of such themes; ii)
The relevance of a document to each sub-theme of the information
need can be multi-graded; iii) When crossing the ranked list of
documents, the user experience decreasing gain proportionally to
the information accrued up to that point: i.e., a partially relevant
document inspected after a highly relevant one contributes less
to the user’s total gain; iv) The contribution of the document to

https://orcid.org/0009-0005-8968-9485
https://orcid.org/0000-0002-5070-2049
https://orcid.org/0000-0001-9219-6239
https://orcid.org/0000-0001-7655-8930
https://doi.org/XXXXXXX.XXXXXXX
https://doi.org/XXXXXXX.XXXXXXX


ACM SIGIR ’25, July 13–18, 2025, Padova, Italy De Faveri et al.

the user’s utility gain depends on its attributes, e.g., the language,
complexity, recency.

Although Järvelin and Sormunen [10] formalise theoretically the
MDCU, they did not test it empirically on real collections. There-
fore, the contributions of this paper are: i) we adapt the theoretical
MDCU formulation to use it as a practical IR measure; ii) we gauge
empirically its properties using the well-known TREC Web diver-
sity track collections; iii) we compare it with 𝛼-nDCG [6], another
multi-theme measure; iv) we release publicly the MDCU code, fos-
tering its adoption and reproducibility1. Empirically, we observe
a reasonable but not pathological correlation between MDCU and
𝛼-nDCG. This shows the MDCU stability, offering another perspec-
tive on retrieval systems and enabling more powerful statistical
testing than 𝛼-nDCG.

Section 2 introduces the state-of-the-art measures focusing on 𝛼-
nDCG and MDCU. Section 3 explains the challenges of measuring
the MDCU in practice and details the proposed solutions. Section 4
shows the experimental analysis of MDCU statistical stability and
power, and Section 5 outlines the conclusion and future work.

2 BACKGROUND
Before introducing 𝛼-nDCG and MDCG, we define the used nota-
tion. Assume an IR system has produced a ranked list of documents
D = {𝑑1, ..., 𝑑𝑘 } for a given information need. We consider multi-
theme information needs, meaning each information need can be
split into themes 𝑡 ∈ T . Therefore, the relevance judgement for the
document 𝑑𝑖 is a vector (𝑟𝑖,1, ..., 𝑟𝑖, | T | ) were element 𝑟𝑖,𝑡 describes
the relevance of 𝑑𝑖 to theme 𝑡 . This relevance can be binary or
graded.

𝛼-nDCG. The 𝛼-Discounted Cumulative Gain (𝛼-DCG) [6] is an
extension of the standard Discounted Cumulative Gain (DCG) [9]
designed to evaluate IR systems while accounting for diversity in
retrieved documents. Compared to DCG, the gain is modified to
discount redundant information in the ranked list of documents.
Such discount is controlled by a parameter 𝛼 ∈ [0, 1]. The utility
gain 𝐺 (𝑖) due to the 𝑖-th document of the ranked list is defined as
𝐺 (𝑖) = ∑

𝑡 ∈T
𝑟𝑖,𝑡 (1 − 𝛼)

∑𝑖−1
𝑗=1 𝑟 𝑗,𝑡 . The exponent

∑𝑖−1
𝑗=1 𝑟 𝑗,𝑡 accounts for

the information on sub-theme 𝑡 that was accrued by looking at the
first i-1 documents to discount the relevance of the document. The
𝛼-DCG at a given rank 𝑘 is defined as 𝛼-𝐷𝐶𝐺@𝑘 =

∑𝑘
𝑖=1

𝐺 (𝑖 )
log2 (𝑖+1)

.
The normalized version 𝛼-DCG (𝛼-nDCG) is computed by di-

viding the 𝛼-DCG by the ideal 𝛼-DCG, ensuring that the values
remain in the [0, 1] range, as done in the traditional nDCG [9]. The
ideal ranking is constructed by sorting the documents according
to the average of their relevance judgements vector. This heuristic
can lead to sub-optimal ideal runs, hence lower ideal DCG, but,
according to Clarke et al. [6], it provides a good approximation.

The MDCU Framework. The Multi-Dimensional Cumulated Util-
ity (MDCU) framework introduced in [10] assesses cumulative gain
by considering multi-dimensional relevance judgments and usabil-
ity attributes of the documents retrieved by the system in an IR
search task. Therefore, document 𝑑𝑖 is associated with a vector

1https://anonymous.4open.science/r/SIGIR-SP-MDCUEval-BE98/README.md

Algorithm 1:MDCU Evaluation Framework [10]
Input: Ranked Search Results List D, overlapping base 𝑏
Output:𝑀𝐷𝐶𝑈

1 𝑐 = 𝑧𝑒𝑟𝑜𝑠 ( |T |);
2 for 𝑑𝑖 ∈ D with 𝑑 = [(𝑟𝑖,1, . . . , 𝑟𝑖, | T | ), (𝑎𝑖,1, . . . , 𝑎𝑖,𝑚)] do
3 Define 𝑎 =

∏𝑚
𝑗=1 𝑎𝑖, 𝑗 ;

4 for 𝑡 ∈ T do
5 𝑐𝑡 = 𝑐𝑡 + 𝑎 · 𝑟𝑖,𝑡

max(1, max(0, log𝑏 (𝑐𝑡 ) )
;

6 𝑀𝐷𝐶𝑈 =
∑
𝑡 ∈T 𝑐𝑡 ;

7 return𝑀𝐷𝐶𝑈

of usability attributes (𝑎𝑖,1, . . . , 𝑎𝑖,𝑚), (𝑎𝑖, 𝑗 )1≤ 𝑗≤𝑚 ∈ [0, 1]. Algo-
rithm 1 reports the pseudo-code for computing the MDCU. The
algorithm takes as input the ranked list of search results, denoted as
D, and a discounting parameter 𝑏, accounting for the information
overlap.

The cumulated relevance vector 𝑐 is initialized as the 0-vector
of length |T |. For each document 𝑑𝑖 ∈ D, MDCU defines the at-
tribute factor 𝑎 =

∏𝑚
𝑗=1 𝑎𝑖, 𝑗 that describes its usability. After each

document’s inspection, the cumulated relevance vector 𝑐 is updated
considering the multi-dimensional relevance of the document 𝑑𝑖 .
The contribution of the 𝑖-th document combines its relevance to the
various sub-themes and weighs it by the usability attribute. Further-
more, the contribution on theme 𝑡 is discounted by the cumulated
contribution 𝑐𝑡 accrued until that point. The MDCU is the sum of
all cumulated contributions 𝑐𝑡 across the relevance themes T .

3 MDCU: ISSUES & POSSIBLE SOLUTIONS
3.1 Collections for Computing MDCU
Identifying a suitable test collection to validate empirically MDCU
represents a preliminary experimental challenge. As noted by Järvelin
and Sormunen [10], no collection contains document annotations
for multi-theme relevance and usability. Consequently, we focus
on the multi-theme evaluation, leaving the investigation of the role
of the usability attributes as future work. In detail, we consider the
TREC Web collections spanning 2009 to 2012 and use MDCU to
evaluate systems submitted to the Web Diversity cat-B task [1, 3–5].
Within the Web Diversity challenge, relevance judgments for the
documents are provided considering distinct subtopics relevant
to the queries, thus representing themes’ relevance. The objective
of the diversity task was to produce a ranked list of pages that
collectively offer comprehensive coverage for a query, minimizing
excessive redundancy in the resultant list.

3.2 Normalizing The MDCU Score
As noted by Clarke et al. [6], determining the optimal run to normal-
ize 𝛼 − 𝑛𝐷𝐶𝐺 in the multi-theme scenario is an NP-hard problem.
The same challenge holds for MDCU. Indeed, finding such run
would require evaluating all possible ranking permutations to find
the one that maximizes the final MDCU score. Specifically, for a list
of 𝑘 documents, this entails considering the 𝑛!(𝑘 − 1)! rankings. To
make the problem computationally tractable and avoid heuristics
that might lead to inconsistent values, we propose two strategies to

https://anonymous.4open.science/r/SIGIR-SP-MDCUEval-BE98/README.md


Evaluating Multi-Dimensional Cumulated Utility in Information Retrieval ACM SIGIR ’25, July 13–18, 2025, Padova, Italy

project MDCU scores in standard intervals: Z-Score standardization
and MinMax normalization. These approaches have been demon-
strated to map the values of a stochastic variable in equivalent
intervals in [12].

We followWebber et al. [21] to apply Z-score standardization. In
detail, given S the set of systems to evaluate, a query 𝑞, and called
𝑀𝐷𝐶𝑈𝑠,𝑞 the MDCU score for the system 𝑠 ∈ S on query 𝑞, to stan-
dardize the MDCU values we compute across the systems under
evaluation the observed mean MDCU 𝜇𝑞 =

∑
𝑠∈S 𝑀𝐷𝐶𝑈𝑠,𝑞/|S|

and standard deviation 𝜎𝑞 = stdev({𝑀𝐷𝐶𝑈𝑠,𝑞,∀𝑠 ∈ S}). The stan-
dardized MDCU score of system 𝑠 on query 𝑞 is computed as:

𝑀𝐷𝐶𝑈𝑍𝑆𝑐𝑜𝑟𝑒 (𝑠, 𝑞) = (𝑀𝐷𝐶𝑈𝑠,𝑞 − 𝜇𝑞)/𝜎𝑞 . (1)

To map the values of the MDCU in the interval [0, 1], we em-
ploy the MinMax normalization. Thus, for a query 𝑞, we first com-
pute the minimum and maximum MDCU scores observed for that
query across the retrieval systems as𝑚𝑖𝑛𝑞 = min𝑠∈S 𝑀𝐷𝐶𝑈𝑠,𝑞 and
𝑚𝑎𝑥𝑞 = max𝑠∈S 𝑀𝐷𝐶𝑈𝑠,𝑞 . The MinMax normalized MDCU for a
system 𝑠 on query 𝑞 is computed as:

𝑀𝐷𝐶𝑈𝑀𝑖𝑛𝑀𝑎𝑥 (𝑠, 𝑞) =
𝑀𝐷𝐶𝑈𝑞 −min𝑞
max𝑞 −min𝑞

(2)

4 EXPERIMENTAL EVALUATION
4.1 Methodology
We compare 𝛼-nDCG and MDCU when evaluating the systems sub-
mitted to the TRECWeb Diversity cat-B track. To compute 𝛼-nDCG,
we use the pyndeval package of the ir_measure Python library2.
The 𝛼 value has been maintained as the default specified in the
package, i.e., 𝛼 = 0.5. To ensure transparency and reproducibility,
we provide the MDCU code and results on the collections in the
repository.

4.1.1 Assessing the MDCU Stability. We present the analysis con-
cerning the stability of MDCU compared to 𝛼-nDCG on the TREC
Web Diversity cat-B3. For the comparison cut-off points 𝑘 , we select
𝑘 = 5 and 𝑘 = 20, which corresponds to the measurement standard
adopted in the original challenges of the Web Diversity track [1, 3–
5]. We analyze the correlation and agreement between different
runs by computing Pearson’s 𝜌 and Kendall’s 𝜏 correlation coeffi-
cients [11, 15] for pairs of evaluation measures. The ideal outcome
of the stability analysis is to ensure that 𝛼-nDCG and MDCU posi-
tively correlate —indicating that the two measures are related— but
they capture distinct aspects of the multi-dimensional evaluation,
testified by the absence of pathologically high correlation.

4.1.2 Measuring the MDCU Statistical Power. In addition to the sta-
bility analysis of theMDCU framework, we conduct the ANalysis Of
the VAriance (ANOVA) [17] and Siegel-Tukey’s test [18] using the
Pingouin package [20] to assess the concordance between 𝛼-nDCG
and MDCU, as proposed in [7, 8, 14]. In detail, the concordance
measures proposed by [7, 8, 14] consider pair-wise comparisons of
systems carried out in different experimental settings—in our case,
using different measures. Such measures consider two aspects of a
system-system pair-wise comparison: “statistical significance” and

2https://github.com/terrierteam/ir_measures
3Here, we show the results for Pearson’s and Kendall’s correlation on the runs of the
Web Diversity‘12 [5]. The results on the other collections are reported in the repository.
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Figure 1: Comparison between the average 𝛼-nDCG@5 and
Normalized MDCU@5 on the WebDiversity 2012 collection.
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Figure 2: Comparison between the average 𝛼-nDCG@20 and
Normalized MDCU@20 on the WebDiversity 2012 collection.

“directional agreement”. The first dimension categorizes system
pair comparisons as Active (A) if both evaluation measures de-
tect statistically significant differences between the systems, Mixed
(M) if only one measure identifies significance, and Passive (P) if
neither measure finds a significant difference between systems.
The second axis assesses whether the measure yields consistent
rankings, classifying them as Agreements (A) when both measures
consider the same system to be better and Disagreements (D) when
rankings conflict. Combining these dimensions results in six con-
cordance measurements: Active Agreement (AA), Mixed Agree-
ment (MA), Passive Agreement (PA), Active Disagreement
(AD),Mixed Disagreement (MD), and Passive Disagreement
(PD), each capturing different relationships between pairs of sys-
tems. Moreover, we employ the Conclusion Bias4 to quantify the
proportion of conflicting outcomes where the two evaluation mea-
sures lead to opposite findings, i.e., assessing instances where one
measure identifies a model as the statistical best while the other
suggests the reverse ranking.

4.2 Empirical Results
4.2.1 MDCU Stability Analysis. Figure 1 shows the results of the
different runs considering the average 𝛼-nDCG and normalized
MDCU on the Web Diversity‘12 cat-B collection at 𝑘 = 5. The cor-
relation analysis results indicate a Pearson’s correlation of 0.96 for
both normalization methods concerning the 𝛼-nDCG. On the other
hand, Kendall’s 𝜏 is 0.81 for𝑀𝐷𝐶𝑈𝑍𝑆𝑐𝑜𝑟𝑒 , increasing to 0.83 in the
MinMax normalization. However, the correlation between the mea-
sures remains within a non-pathological range. This ensures that
while the measures are related, they still capture different aspects of
retrieval performance. Since only the top 5 retrieved documents are

4Ferro and Sanderson [8] call this score Publication Bias, as it would lead to different
outcomes being published.

https://github.com/terrierteam/ir_measures
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Table 1: Statistical Concordance Analysis between 𝛼-nDCG@5 and Normalized MDCU@5 for the Web Diversity catb systems.

𝛼-nDCG@5 vs MDCU𝑀𝑖𝑛𝑀𝑎𝑥@5

Collection Pairs MDCU
Stat.Diff.

𝛼-nDCG
Stat.Diff.

Agreements Disagreements Agreements
Ratio 𝐴𝐴+𝑃𝐴

𝑃𝑎𝑖𝑟𝑠

Mixed
Ratio 𝑀𝐴+𝑀𝐷

𝑃𝑎𝑖𝑟𝑠

Disagreements
Ratio 𝐴𝐷+𝑃𝐷

𝑃𝑎𝑖𝑟𝑠

Conclusion Bias
1 − 𝐴𝐴

𝐴𝐴+𝐴𝐷+𝑀𝐴+𝑀𝐷
2

AA MA PA AD MD PD

WebDiversity’09 231 72 47 15 37 119 7 38 15 0.580 0.325 0.095 0.748
WebDiversity’10 45 28 10 6 14 13 3 6 3 0.423 0.444 0.133 0.684
WebDiversity’11 378 145 32 29 85 211 0 34 19 0.635 0.315 0.050 0.672
WebDiversity’12 300 39 8 8 15 236 0 16 25 0.813 0.103 0.084 0.660

𝛼-nDCG@5 vs MDCU𝑍𝑆𝑐𝑜𝑟𝑒@5
WebDiversity’09 231 73 47 16 37 118 7 37 16 0.580 0.320 0.100 0.733
WebDiversity’10 45 31 10 6 16 9 3 7 4 0.333 0.511 0.156 0.707
WebDiversity’11 378 162 32 31 94 198 0 38 17 0.606 0.349 0.045 0.680
WebDiversity’12 300 64 8 8 27 208 0 29 28 0.720 0.187 0.093 0.778

Table 2: Statistical Concordance Analysis between 𝛼-nDCG@20 and Normalized MDCU@20 for the Web Diversity catb systems.

𝛼-nDCG@20 vs MDCU𝑀𝑖𝑛𝑀𝑎𝑥@20

Collection Pairs MDCU
Stat.Diff.

𝛼-nDCG
Stat.Diff.

Agreements Disagreements Agreements
Ratio 𝐴𝐴+𝑃𝐴

𝑃𝑎𝑖𝑟𝑠

Mixed
Ratio 𝑀𝐴+𝑀𝐷

𝑃𝑎𝑖𝑟𝑠

Disagreements
Ratio 𝐴𝐷+𝑃𝐷

𝑃𝑎𝑖𝑟𝑠

Conclusion Bias
1 − 𝐴𝐴

𝐴𝐴+𝐴𝐷+𝑀𝐴+𝑀𝐷
2

AA MA PA AD MD PD

WebDiversity’09 231 87 46 32 32 110 3 31 23 0.615 0.273 0.112 0.519
WebDiversity’10 45 30 13 7 19 9 4 2 4 0.356 0.467 0.177 0.674
WebDiversity’11 378 184 38 37 113 151 0 35 42 0.497 0.392 0.111 0.667
WebDiversity’12 300 55 6 5 42 178 0 9 66 0.610 0.170 0.220 0.836

𝛼-nDCG@20 vs MDCU𝑍𝑆𝑐𝑜𝑟𝑒@20
WebDiversity’09 231 95 46 38 29 108 3 30 23 0.632 0.255 0.113 0.461
WebDiversity’10 45 30 13 7 19 8 4 2 5 0.333 0.467 0.200 0.674
WebDiversity’11 378 203 38 38 122 139 0 43 36 0.468 0.437 0.095 0.685
WebDiversity’12 300 61 6 5 47 172 0 10 66 0.590 0.190 0.220 0.851

considered in the evaluation, there is limited opportunity for the
documents to overlap themes, thus leading to a higher correlation
between the measures.

In Figure 2 are reported the results of the different runs consid-
ering the average 𝛼-nDCG and MDCU on the Web Diversity cat-B
collections with a cut-off point equal to 20, as used in the chal-
lenge evaluation [5]. Increasing the cut-off value 𝑘 to 20 allows the
measures to consider a larger set of retrieved documents, thereby
increasing the likelihood of thematic overlap. Therefore, 𝛼-nDCG
and the normalized MDCU capture different aspects of systems
effectiveness in the retrieval. In this case, Pearson’s correlation
decreases to 0.69 and 0.67 for the Z-Score and MinMax normaliza-
tion strategies, respectively. While the correlation remains positive,
Kendall’s 𝜏 reaches a value of 0.56, indicating that, despite the dif-
ferences, a significant positive degree of concordance between the
two measures persists.

4.2.2 MDCU Statistical Power. Table 1 presents the concordance
results for 𝑘 = 5. The normalized MDCU measure demonstrates a
stronger ability to identify statistically significant differences be-
tween system pairs. Moreover, the number of ADs, representing the
most undesirable outcome in the analysis, consistently remains the
lowest, indicating that the two measures rarely produce conflicting
rankings between systems. Notably, the agreement ratio, i.e., the
sum of active and passive agreements, shows strong concordance
between the system rankings found in all four collections.

Table 2 shows the concordance results for the cut-off at 20. At a
higher cut-off value, the ability of the normalized MDCU to identify
statistically significant differences remains. Likewise, the patterns of

AA and AD are consistently maintained. In addition, the measure
preserves the same system ranking as 𝛼-nDCG, as indicated by
the consistently low counts of AD and MD, confirming minimal
statistically significant different ranking contradictions.

For both cut-off points, the disagreement ratio corresponds to
the lowest percentage of cases observed, indicating that regardless
of whether the two systems are statistically different, the level of
discordant pairs identified by the measures remains lower than the
mixed and agreement ratios. Finally, the Conclusion Bias highlights
that, in most cases, the use of MDCU or 𝛼-nDCG leads to opposite
findings, emphasizing their differing evaluation perspectives.

5 CONCLUSION
In this paper, we propose the implementation of the MDCU frame-
work and evaluate its effectiveness using the 𝛼-nDCG measure as
the baseline to assess novelty and diversity with overlapping themes
in system search results. We also performed a statistical analysis
of the results obtained in four TREC collections, investigating the
concordance between these two measures. Our findings indicate
strong positive correlations among these metrics at a cut-off of 5,
which exhibits a slightly lower positive correlation at a cut-off of
20 due to the higher number of distinct relevance aspects assessed
considering a larger pool of documents.

In future work, we intend to develop ad hoc collections to assess
and examine the impact of usability attributes on the final MDCU
score and its correlation with the 𝛼-nDCG. The usability attributes
may be derived by employing Large Language Models to outline
the usability aspects of the systems’ retrieved documents.
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