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Abstract

Experimental evaluation steers the development of Information
Retrieval (IR) systems, and large-scale evaluation campaigns pro-
vide the field with a common infrastructure to conduct comparable
evaluation exercises. Over the years, tools and platforms have been
developed to manage and automate these activities, enhance the re-
producibility of conducted experiments and facilitate data sharing. In
this context, Evaluation-as-a-Service (EaaS) emerged as an approach
to avoid distributing experimental collections, which may contain
copyrighted or sensitive data, and instead execute containerised code
on that data on remote servers. We propose Kubernetes Infrastruc-
ture for Managed Evaluation and Resource Access (KIMERA) as the
next step from EaaS$ into Evaluation-in-the-Cloud (EitC), allowing
researchers to directly code and execute their systems through their
browsers, requiring only an internet connection. Moreover, recent
advancements, such as Large Language Models, or new comput-
ing paradigms, such as quantum computers, require external third-
party services and computational resources. In this respect, KIMERA
streamlines and simplifies access to such services on-demand via
their APIs. More in detail, KIMERA relies on state-of-the-art con-
tainerization and orchestration tools, such as Docker and Kubernetes,
to provide a robust, scalable, secure, and fault-tolerant IR evaluation
platform. KIMERA monitors and stores all the participants’ submis-
sions, accurately keeping track of the resource usage, allowing for
evaluating both the efficiency and the effectiveness of the deployed
methods. Moreover, all participants can be assigned workspaces shar-
ing the same resources (i.e., CPU and RAM), thus enhancing repro-
ducibility and comparability among systems. Finally, KIMERA has
been designed with modularity and extensibility in mind, allowing it
to be easily adapted to new use cases and usage scenarios. KIMERA
has been developed and adopted in the context of the QuantumCLEF
lab, to allow for mixed experiments, comparing approaches running
on traditional hardware and on real quantum annealers provided
by external companies. KIMERA has also been used as a learning
resource to provide Quantum Computing tutorials for IR at major
conferences, such as ECIR and SIGIR. The source code of KIMERA
is openly available at https://github.com/MjPaxter/KIMERA.
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1 Introduction

For many years, Information Retrieval (IR) systems have been de-
veloped and measured following an experimental approach based
on the Cranfield paradigm [5, 17, 33]. This has seen the rise of
several shared tasks hosted at conferences such as Text REtrieval
Conference (TREC) [18], Conference and Labs of the Evaluation
Forum (CLEF) [12], NII Testbeds and Community for Information
access Research (NTCIR) [34], and more. While, traditionally, task
organisers share experimental collections which are downloaded
by participants and processed locally to produce system runs, more
recently, Evaluation-as-a-Service (EaaS) has emerged as an alter-
native paradigm [19, 22] where participants submit their code to
some infrastructure which executes such code on centrally managed
datasets and produces system runs on behalf of the participants.
TIRA [13, 15] is a well-known example of such infrastructures in
the IR field. One primary motivation for EaaS is to allow running
experiments on datasets which cannot be re-distributed because of
size, confidentiality or copyright issues. Another motivation can be
giving participant access to computing resources, e.g. GPUs, which
they may struggle to have access to on their machines. Finally, EaaS
ensures more standardisation, reproducibility, and comparability
among the submitted systems.

While Eaa$ brings several advantages to IR evaluation [25, 35],
it also has some limitations. First of all, participants need to fully
code, execute, and debug their systems on their own machines before
uploading some containerised version of them to the Eaa$ infras-
tructure for final execution and benchmarking. This may become
troublesome, e.g., when participants locally work with a small sample
of data and then the code executed centrally produces errors on the
full dataset, calling for several iterations of local coding, uploading
and central execution to solve issues. Moreover, this process requires
participants to be familiar with how containerisation works, possibly
adding a (little) entry barrier. This approach also assumes that partici-
pants may need to have locally available some (down-scaled) version
of the hardware available on the EaaS infrastructure, e.g. GPUs, in
order to perform the local development phase. Finally, nowadays,
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more and more IR pipelines require to access external services dur-
ing their execution — accessing some proprietary Large Language
Model (LLM) via an Application Program Interface (API) is a very
common case!>%3, Eaa$ infrastructures may or may not allow for
this either for security reasons or for some design decisions, e.g. avoid
online resources in favour of reproducibility. However, even when
EaasS infrastructures allow for accessing online services, this would
require participants to share their secrets — API keys or credentials
— within the code uploaded to the infrastructure, which is way sub-
optimal. Moreover, this also assumes that invocation of third-party
services from the Eaa$ infrastructure works as the invocation from
the participants’ local machines, which is possibly true in theory but
in practice can undergo any unforeseen circumstances, e.g. different
firewalls inbetween, which lead to errors and troubleshooting.

When it comes to accessing third-party services, in this paper,
we focus on a use case even more specific than LLMs, namely quan-
tum computers, applied to IR and Recommender Systems (RS) in
our case [9, 10]. Quantum computers are not only extremely expen-
sive but also require specialized infrastructure and maintenance,
making them difficult to host for most organizations [16, 24], and
it is very unlikely that an average IR researcher has direct access to
them, somehow limiting the reserach possibilities of our field. To
overcome these barriers, an increasing number of companies offer
hosted solutions, housing these computing resources in their data
centres and providing remote access via APIs, typically with usage
quotas, providing a more cost-effective and scalable way to leverage
such cutting-edge technology. The need for such hosted solutions
became particularly evident when the QuantumCLEF shared task
was proposed [28, 30] since it required the integration of quantum
resources in the IR systems pipeline. With respect to the general
limitations discussed for EaaS infrastructures, QuantumCLEF posed
additional challenges. The organizers of the task had access to ac-
tual quantum computers but they could not share with participants
the secret API key needed to make calls; as a consequence, if using
an EaaS$ infrastructures, participants would have not been able to
access the quantum computers during the local development phase,
making it very difficult, if not impossible, to actually run the task.
Furthermore, QuantumCLEF investigated performance not only in
terms of effectiveness but also in terms of efficiency. Thus, it was
necessary to accurately monitor the execution time both on quantum
computers and traditional hardware and to control and provide the
same resources for all participants, making the execution time easily
comparable between different systems; both these requirements are
not readily satisfied by current EaaS infrastructures.

For all these reasons and to overcome the current limitation in
EaaS, we designed and developed Kubernetes Infrastructure for
Managed Evaluation and Resource Access (KIMERA), whose code
is openly available at https://github.com/MjPaxter/KIMERA under
GNU GPL v3.0 license. It is an infrastructure implemented with state-
of-the-art containerization and orchestration tools such as Docker
and Kubernetes to enhance reproducibility, easy resource access, and
comparability. KIMERA has been used throughout the Quantum-
CLEF challenge to provide monitored access to quantum computers.
KIMERA not only represents a step further in accessing third-party
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services but it also represents a paradigm shift from EaaS to what
we could call Evaluation-in-the-Cloud (EitC). In fact, KIMERA is
designed to allow participants to program directly using KIMERA
itself: they are only required to have a personal device with internet
access (it can even be a smartphone) since they can program and ex-
ecute their systems directly from the browser. Thus participants are
not required to have any powerful machines or specialised hardware
to develop and test their systems, and they are not required to have
any expertise in containerization tools. Moreover, KIMERA allows
organisers to set the same computing resources for all the partici-
pants, facilitating the monitoring and comparison of both systems’
effectiveness and efficiency. Finally, all the data regarding system
runs are collected and stored in a database, to provide insights and
statistics such as the overall number of submissions or the overall
energy consumption. We remark that even though KIMERA has
been specifically tailored to a Quantum Computing (QC) scenario,
it can be employed in other areas and tasks, such as tasks where
participants use computationally expensive models such as LLMs.

Our infrastructure has already been employed to carry out the
QuantumCLEF 2024 [29, 31] lab, where it handled almost 1,000 sub-
mitted problems from 7 research groups coming from all over the
world. Furthermore, it has been used for teaching purposes during
the tutorials delivered at ECIR 2024 [9] and SIGIR 2024 [10], in which
we created workspaces for more than 60 people who were interested
in understanding the possible future implications and applications
of QC in the IR and RS fields.

The paper is organized as follows: Section 2 summarizes the re-
lated work; Section 3 provides a background of Kubernetes; Section
4 describes the KIMERA architecture and its main characteristics;
Section 5 shows its interface and deployment procedure; Section
6 reports practical use-case scenarios, also beyond QuantumCLEF;
finally, Section 7 draws some conclusions and outlines future work.

2 Related Work
2.1 Platforms for IR Shared Tasks

Several platforms have been developed to support shared tasks in IR,
aiming to reduce the workload for organisers and participants while
increasing reproducibility [14]. The adoption of such platforms has
advanced reproducibility and scalability in shared tasks, providing
structured environments for researchers to evaluate their systems
in a fair and standardised way.

Some of the most used platforms nowadays are the following
ones: CodaLab, EvalAl, STELLA, and TIRA [15]. These platforms
adopt the EaaS paradigm, providing web services for managing and
executing evaluations. While CodaLab and EvalAI are cloud-hosted
on commercial services such as Microsoft Azure and Amazon S3,
STELLA and TIRA are maintained within universities [14].

TIRA [15], which has been further extended into the TiREx [13]
platform, has been employed to host the evaluation of different chal-
lenges [1-3, 21]. TIRA allows researchers to submit their systems
through containers that will be executed in the infrastructure. These
systems must comply with given characteristics in order to be prop-
erly executed and evaluated in TIRA. TIRA supports modern IR
workflows, making TIRA a robust tool for reproducible IR research.

Differently from TIRA, KIMERA allows participants to directly
code in the infrastructure via a plain Web browser, managing access
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to third-party services by keeping secrets and monitoring usage of
resources.

2.2 The QuantumCLEF Shared Task

In the last few years, we have witnessed many groundbreaking
changes in several fields due to the latest technological advance-
ments. QC is a new field which is attracting significant research
interest in the last decade because it is believed that it could further
revolutionise the way we solve complex problems by substantially
decreasing the time required to solve them [8]. For this reason, Quan-
tumCLEF* is an evaluation challenge that tries to investigate possible
applications of QC in IR and RS, to understand whether quantum
resources can be integrated into traditional system pipelines to boost
their performance. Even though we are still in the early stages of QC
development, it is already possible to tackle practical problems with
these cutting-edge technologies [26].

The QuantumCLEF lab was proposed in 2023 [28, 30] and in its
first edition in 2024 [29, 31] has seen the active participation of 7
research groups coming from all over the world, showing compa-
rable performance obtained by traditional systems with respect to
quantum-based solutions showing that QC is starting to become
useful to solve practical applications. As the hardware improves, it is
expected that quantum solutions start to show better performance,
especially in terms of efficiency for problems with high computa-
tional complexity, such as combinatorial problems [31]. The Quan-
tumCLEF lab has employed KIMERA to monitor the participants’
submissions and to provide them easy access to quantum resources.

3 Background on Kubernetes

KIMERA is implemented with Docker containers and Kubernetes
as an orchestrator. Kubernetes is an open-source platform designed
to automate the deployment, scaling, and management of container-
ised applications [4]. It helps manage containers by orchestrating
the various tasks involved in their deployment, such as load balanc-
ing, resource allocation, and network configuration. It also provides
advanced features like automatic restart of containers (e.g., in case
of errors). Through Kubernetes, it is possible to deploy infrastruc-
ture on several nodes, allowing the distribution of the workload on
different computers.

Kubernetes offers several objects that can be used to create very
complex but well-structured systems. These objects are thought to
be used hierarchically, where some of them can be used as wrappers
for other objects, offering additional functionalities. Some of its most
important objects are:

e Pod: The smallest deployable unit in Kubernetes, a Pod encap-
sulates one or more tightly coupled containers that share the
same network namespace and storage volumes. Pods are typi-
cally used to run a single instance of an application or service.
They are ephemeral in nature and managed by higher-level
abstractions such as Deployments.

e Deployment: A Deployment is a Kubernetes resource used
to manage and scale a set of identical Pods. It provides declara-
tive updates, ensuring that the desired state of the application
is maintained over time. Deployments are used to handle tasks
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like rolling updates and rollbacks, making it easier to manage
the lifecycle of applications.

e Service: A Service provides a stable network identity and
exposes a set of Pods as a single endpoint. It enables communi-
cation between different components of an application, even
as the underlying Pods are replaced or scaled. Services sup-
port multiple types of networking, such as ClusterIP (default),
NodePort, and LoadBalancer, depending on the use case.

e PersistentVolumeClaim (PVC): APVC is a request for stor-
age by a user in Kubernetes. It abstracts the details of under-
lying storage systems and allows applications to dynamically
request and consume storage resources.

o StorageClass: A StorageClass provides a way to define the
characteristics of storage in a Kubernetes cluster, such as per-
formance or backup policies. It enables dynamic provisioning
of storage resources, allowing PVCs to automatically create
the required storage volumes.

e Secret: Secrets are used to store sensitive information such
as passwords, API keys, and certificates in Kubernetes. They
are designed to be used by Pods securely without hardcoding
sensitive data into the application or configuration files.

e ConfigMap: A ConfigMap is used to store non-sensitive con-
figuration data in key-value pairs. It allows one to decouple
configuration settings from the application code, making it
easier to manage and update application settings without
rebuilding or redeploying applications.

4 The KIMERA Architecture

The KIMERA infrastructure leverages state-of-the-art containeriza-
tion and orchestration tools to provide a robust, scalable, and easily
accessible IR development and evaluation platform. KIMERA has
been implemented with the main objective of allowing participants
to have access to computationally expensive resources such as real
quantum computers, without the need to stipulate agreements with
companies to obtain APIkeys and quotas. Additionally, through this
infrastructure, we aim to lower the entry barrier for any participants
by directly providing them with workspaces where they can code and
execute their solutions. These workspaces can be accessed directly
from the browser, thus removing any hardware requirement for the
participants: they can even code and run their approaches on their
smartphones. Furthermore, we designed it to be easily accessible,
with clean and practical user interfaces and dashboards to monitor
available quotas and executions over time. Finally, this infrastructure
monitors and collects data about the execution time of the systems,
allowing to draw statistics and to compare them both in terms of
effectiveness and efficiency.

4.1 The Different Components

KIMERA is implemented with Docker containers and Kubernetes
as an orchestrator. It requires the usage of many of the Kubernetes’
components. Figure 1 shows the different components of the infras-
tructure, their role, and how they are interconnected with each other.
In particular, it is possible to see that there is only a single access
point from outside the infrastructure network. Some of these compo-
nents require access to permanent storage, such as the Database and
the Workspace(s), while the other components do not. This figure
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Figure 1: High-level representation of the KIMERA architecture.

also highlights the different levels of abstraction among Kubernetes
objects.

4.1.1 nginx. nginx ("engine x") [32] is a high-performance, open-
source web server and reverse proxy server designed to handle high
traffic with low resource usage. It is widely used for load balancing,
serving static content, and acting as a reverse proxy for dynamic
web applications. Its event-driven architecture makes it highly scal-
able and efficient. In our infrastructure, it is used to manage the
incoming/outcoming internet traffic. It serves as an HTTP routing
mechanism to route traffic to the other components based on the re-
quests, allowing external users to have access to the Web Application
or to the Workspaces.

4.1.2  Web Application. The Web Application serves as a public con-
tact point where guests and participants can keep track of the overall
ongoing tasks. The Web Application is integrated with the database
to show the stored data through practical user interfaces. The Web
Application provides a login system that allows registered groups
to enter their own private area. In this area, they have access to a
dashboard to monitor quotas and the different submissions through
lists and charts. Furthermore, the Web Application allows groups
to have access to workspaces by providing them with a button that
redirects them to the correct URL pointing to their workspace. The
Web Application is designed according to the REST API principles.

4.1.3  Workspaces. Each workspace is accessible only to the par-
ticipating groups through corresponding credentials. Workspaces
are directly accessible from the browser, and they provide the par-
ticipating teams with an environment already pre-configured with
the necessary tools to program with. The workspaces are visualised
through an interface that resembles Visual Studio Code Integrated
Development Environment (IDE), which is fully customizable with
extensions and compilers for all programming languages. Since it
is directly accessible from the browser, it is possible to program and
execute code without having any particular requirements on the
machine used (it can even be a smartphone or tablet as long as it is
connected to the internet). In our case, since all participants needed
to write their solutions in Python, we directly provided the environ-
ment configured for Python only. However, if participants want to
write code in other languages, it is sufficient to download the proper
extensions directly from the available interface. It is important to
notice that more than a single person belonging to a group can have
access to and work simultaneously on the different files. In fact,
usually participating groups are formed by several individuals, and
thus it is important to grant the possibility of having access to the
workspace at the same time. The suggested good practice is to avoid
editing the same file simultaneously to prevent overwriting part of
the code that is being written by another person.
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All workspaces have a specific amount of CPUs and RAM re-
sources associated. Furthermore, each workspace is associated with
its own permanent storage, to store all the created files and config-
urations by each team. Finally, each workspace has also access to an
only-readable folder that contains all the datasets. This prevents a
waste of disk space that would happen by copying these resources
in all workspaces separately.

While the datasets folder is indeed useful for custom datasets,
participants can easily have access to other more standard datasets
such as the ones provided by ir_datasets [23]. Each workspace comes
with Git pre-installed, offering the possibility of making code and
submissions freely available in public repositories for enhanced
reproducibility [6, 7].

For the QuantumCLEF evaluation lab, we also provided an ad-
ditional tool called D-Wave Inspector that allows researchers to
visualise the status of the qubits when solving a problem. This is an
additional feature that we made available inside our infrastructure
to give them an even deeper insight into what is happening inside
quantum computers when solving a problem.

4.1.4 Dispatcher. The dispatcher is in charge of handling all the
API requests that are made by the participants when executing their
codes inside the workspaces, formatting the requests correctly, and
appending the secret API key to all of them. In this way, it is possible
to have access to the computing resources provided by external com-
panies (e.g., D-Wave in the case of QuantumCLEF) while monitoring
the resource usage of all participants.

This is a fundamental component that needs to be customised
according to the resource needs, since each third-party service may
adopt different APIs to provide access to their resources. The dis-
patcher is also in charge of communicating the results of the API
requests to the database to monitor the quotas associated with each
group and to store other data that can be useful to draw statistics.
Once a research group finishes its quota (e.g., its associated amount
of money to use LLMs or its associated QC time), it will no longer
be able to make any further API requests, thus ensuring all groups
have the same quota.

4.1.5 Database. The infrastructure hosts a PostgreSQL database,
which is used to store all the data regarding the tasks. In our case,
the data can be, for example, related to the participating groups (i.e.,
the group name, the group credentials, ...) or related to the execution
of the solutions (i.e., running time, description, ...).

The database is crucial to keeping track of the API key usage for
each group, thus allowing for the equal partitioning of the quantum
resource quotas among them. The database has access to a permanent
storage to store all data on the disk persistently. Having a database
with all the data related to the participants’ submissions and execu-
tion times helps in drawing statistics at the end of the shared task,
which can also be analysed to further understand how to optimise
the infrastructure and the tasks.

Figure 2 illustrates the Entity-Relationship schema of the data-
base. The schema is highly general and can be easily extended with
additional attributes without any particular effort. For instance, a
CO; emissions attribute could be added to the Job entity to track
the environmental impact of third-party computing resources, or a
Cost attribute could be included to report the expenses incurred by
these API calls.
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Figure 2: The Entity-Relationship diagram of the database.

4.1.6  DNS. The Domain Name System (DNS) component translates
human-readable domain names into IP addresses, enabling comput-
erstolocate and communicate with each other over the infrastructure
network. In our case, it is critical for the communication between the
infrastructure components. It allows them to resolve Service names
to their corresponding IPs, enabling the interaction in this dynamic
environment. At the core of this component, there is a CoreDNS
container acting as a DNS server for the whole infrastructure.

4.1.7 ConfigMap and Secret. These components help for a good
organisation of all metadata in the infrastructure. In particular, the
ConfigMap holds configuration data while the Secret component
holds private data such as passwords or API tokens used in the
infrastructure’s components.

4.2 Typical workflows

Figure 3 illustrates two typical workflows, referred to as Workflow A
and Workflow B, which are commonly performed within our infras-
tructure. These workflows represent a series of interactions between
infrastructure components to carry out specific tasks.

4.2.1  Workflow A: Code Execution and API Utilisation. Workflow A
represents a scenario where the research group is primarily engaged
in coding and executing their code within the associated workspace.
The workflow involves the following steps:

(1A) Coding and Execution: the research group develops their
code within the workspace. All coding-related actions are
translated into a series of HTTP requests that are done to-
wards our infrastructure, reaching the nginx component.

(2A) Forwarding;: all requests are forwarded by the nginx com-
ponent to the corresponding workspace for processing.

(3A) API-service: when the code execution requires interaction
with external API-based services (e.g., quantum computers,
LLMs, etc.), the workspace generates the appropriate API calls
to the dispatcher.

(4A) API-wrapping: the dispatcher securely appends the neces-
sary API tokens to each request, acting as a wrapper for the
API calls. It then forwards these requests to external services
that can be provided by third-party companies.

(5A) API-responses: the results of the API-based services are
returned to the dispatcher.
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Figure 3: Representation of two possible workflows that can be performed in KIMERA.

(6A) Results: the results of the API-based services are returned to
the workspace for further processing or analysis. Additionally,
the results and metadata related to API usage are stored in the
database. This enables monitoring and tracking of API usage
by the research group for operational and analytical purposes.

4.2.2  Workflow B: Data Visualisation and Dashboard Interaction.
Workflow B describes the process where the research group performs
data visualisation tasks, such as monitoring API usage or interacting
with the dashboard available in the Web Application. The workflow
includes the following steps:

(1B) Browsing: the research group wants to access the web appli-
cation to visualise data or interact with the dashboard. Thus,
it proceeds by making HTTP requests that reach the nginx
component.

(2B) Forwarding: the research group requests are forwarded by
the nginx component, reaching the Web Application.

(3B) Querying the database: the Web Application does not store
any permanent data: everything is stored in the database.
Thus it proceeds to make the opportune request to retrieve
the data from the database.

(4B) Data retrieval: the data is retrieved from the database and
returned to the Web Application.

(5B) Data formatting: the Web Application formats the data in
an opportune way and returns it to the nginx component with
HTTP responses.

(6B) Data visualisation: the HTTP responses are forwarded to
the research group, that will then be able to visualise the data
with charts and dashboards.

4.3 Characteristics of the Infrastructure

The development of the infrastructure through Docker and Kuber-
netes allows for several advantages, enhancing scalability, repro-
ducibility, and easy access to computing resources.

4.3.1 Scalability. The KIMERA infrastructure can be deployed on
just a single machine, provided that the machine has enough re-
sources to host all groups. However, Kubernetes allows to easily
scale the infrastructure by deploying its components on several ma-
chines, making it possible to host a large number of participants on
several machines. A key factor that needs to be taken into account
is that to measure efficiency (i.e., execution time) in the fairest way
possible, all the machines where the workspaces are deployed must
share the same hardware configuration.

Furthermore, if the Web Application or the Dispatcher are under
heavy load, it is possible to create more instances of these compo-
nents (called replicates) and the traffic will be forwarded automat-
ically for load-balancing purposes, thus allowing more participants
to take part in the proposed shared tasks.

This is also applicable to the Database component. However, this
requires careful management to avoid incurring in data inconsisten-
cies due to race conditions and concurrent modifications.

4.3.2  Error-handling. While developing solutions for the proposed
tasks, participants may incur errors such as Out-Of-Memory errors
or other critical failures that can compromise the workspaces. How-
ever, this is not a concern since Kubernetes automatically handles
these issues by identifying the crashed workspaces and restarting
them within seconds. In this way, the infrastructure provides the
maximum level of availability.

Moreover, if the infrastructure is distributed across multiple ma-
chines and one of them goes offline, Kubernetes automatically mi-
grates the affected components to the remaining online machines.
This process adheres to load-balancing principles, preventing any
machine from becoming overloaded.

Finally, if any other components encounter issues that cause them
to crash, Kubernetes promptly restarts them, maintaining a resilient
and reliable system.

4.3.3 Resource monitoring. The resources of each component are
constantly being monitored by Kubernetes to enhance load-balancing
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Figure 4: The KIMERA User Interface that participants use to interact with the infrastructure during the QuantumCLEF initiative.

and fault-tolerance. It is possible to specify the minimum and maxi-
mum amount of resources that each component of the infrastructure
canuse. This ensures that each workspace is given the same resources
to achieve very good levels of comparability and reproducibility, also
when considering efficiency.

4.3.4  Security. The infrastructure adopts multiple layers of security
measures to safeguard user data and system integrity. Firstly, all com-
munication between clients and the server is conducted over HTTPS,
encrypting data in transit. This encryption helps protect sensitive
information from being intercepted during transmission. In addition
to secure communication, access to the infrastructure’s internal com-
ponents is tightly controlled. Rather than exposing the entire system,
only specific APIs are made accessible, and these are served through a
NGINX server. Finally, user workspaces are secured with passwords.
This ensures that only authorised users can access and interact with
the content, providing an extra layer of protection against unautho-
rised access and maintaining the confidentiality of group data.

4.3.5 Easyaccess. Akey advantage of our infrastructure is its abil-
ity to significantly lower access barriers. Existing platforms often
require researchers to develop their solutions on personal machines
and then upload them—for example in the form of containers—for
final execution on the infrastructure. While this approach is practical,
it can still pose challenges for researchers who lack adequate hard-
ware resources for the development and debugging of their software
or familiarity with containerization technologies. In contrast, our
infrastructure offers a user-friendly environment where solutions

can be developed and tested directly. This eliminates the need for
specialized knowledge or advanced hardware, making the platform
accessible to virtually anyone.

5 Running Prototype

In this section, we show what the User Interface looks like and pro-
vide the instructions on how to deploy KIMERA for a possible shared
task.

5.1 User Interface

Figure 4 shows some screenshots of the User Interface that partic-
ipants viewed when interacting with KIMERA during the Quantum-
CLEF 2024 lab °. In particular, Figure 4a shows the admin dashboard,
where it is possible to retrieve, visualise, and edit the groups’ data.
Once logged in, research groups can access their dashboard (see
Figure 4b) showing data regarding their quotas and solved problems.
This allows them to monitor their access to external services to avoid
consuming all the available quota. Users can also have access to
their workspace with a link that is available in their personal area.
Figure 4c shows the programming interface that users see when
coding and executing their systems in the provided workspace. As it
is possible to see, it resembles the Visual Studio Code interface. On
the left, it is possible to access the file system. By using the buttons
available on the left vertical bar, it is possible to fully customise the
working environment and interface to accommodate all the user’s
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needs (e.g., install compilers for different languages, change the in-
terface colouring scheme and fonts, ...). It is also possible to open
one or more terminal shells. Finally, Figure 4d shows the interface
that we provided to users to examine the status of the qubits inside
the quantum computers for the solved problem. This gives really
informative insights about how the problem was translated into
the physical graph of interconnected qubits, making participants
observe what actually happens inside quantum computers.

5.2 Deployment and Usage

To deploy KIMERA, the organisers must first set up the base infras-
tructure that consists of the Web Application, the Database, and the
Dispatcher. This is done automatically by running a few Kubernetes
commands that are used to bootstrap the infrastructure, load the
Docker containers associated with the aforementioned components,
and configure them properly inside the infrastructure according to
the definitions that are provided by appropriate .yaml files ¢. These
files are all already available and define how these components
should behave. Furthermore, in a similar way, an initial configura-
tion of the nginx proxy server is created. The organisers can upload
the datasets in a read-only folder that will be shared among all par-
ticipating teams. At this point the basic version of KIMERA is up and
running, however, there are not yet any workspaces available. Thus,
through the Web Application, the organisers can enter an adminis-
tration area where they can define the tasks and quotas (in the case
of QuantumCLEF, the number of seconds of quantum computation
available). In this area, it is also possible to register groups and create
their credentials. All of this is done by just compiling some web forms.

The organisers are then supposed to create a workspace for each
group and update the network configuration of the nginx component.
This is done through some Python scripts that are already available.
While at the moment the organisers are supposed to run these scripts
manually (i.e., from the terminal), in the future we plan to update
the Web Application to make it run the scripts automatically when
registering a group.

At this moment, the group has access to its workspace and pri-
vate area and can proceed with the development and execution of
experiments in their environment. In the meanwhile, the organis-
ers wait until the shared task finishes and the group provides some
final submissions. During the task, the organisers have access at any
time to a dashboard that shows the overall resource usage and the
usage associated with each group. This is useful to have real-time
monitoring of the resources, for example, to understand whether
there can be any issues with the given quotas. On the other side, the
groups can have access to their dashboards and to their workspaces
to program and execute their solutions.

Once the shared task is finished, the groups will simply leave the fi-
nal submissions inside a folder called submissions in their workspace.
Each folder can be easily accessed by the organisers to read and load
the submission files and proceed with their evaluation. The scores
will then be saved in the database and reported to the teams.

6 Use Cases

In this section, we discuss the two use-case scenarios where our
infrastructure has been successfully employed: the QuantumCLEF

Shttps://github.com/MjPaxter/KIMERA

Andrea Pasin and Nicola Ferro

Table 1: The teams who participated and submitted at
QuantumCLEF 2024.

Team Affiliation Country
BIT.UA IEETA/DETI, LASI, University of Aveiro Portugal
CRUISE | RMIT University Australia
NICA Iran University of Science and Technology, | Iran, Islamic
Departement of Computer Engineering Republic Of
OWwWSs Friedrich Schiller Universitit Jena Germany
qIIMAS | Universidad Nacional Autonoma de Mexico | Mexico
QTB Universidad Tecnologica de Bolivar Colombia
shm2024 | Madras Christian College, Chennai India

shared task and the Quantum Computing tutorials delivered at ECIR
2024 and SIGIR 2024. We also discuss how the infrastructure can be
easily extended to carry out other evaluation tasks beyond Quan-
tumCLEF.

6.1 QuantumCLEF

Our infrastructure has been used for the first edition of the Quan-
tumCLEF shared task in 2024 [29, 31]. The shared task has seen the
active participation of 7 research groups that developed quantum-
based solutions for IR and RS tasks, comparing them with traditional
approaches. Table 1 shows the 7 teams who actively took part in
the QuantumCLEF 2024 lab. These are the teams that delivered final
submissions for the tasks, successfully finding some quantum-based
solutions for the proposed tasks.

Figure 5 shows the number of submissions over time, with insights
also regarding the execution time of quantum-based approaches
(marked with QA and H) and traditional-based approaches (marked
with SA). As it is possible to see, the participating teams tend to work
especially right before the deadline of the task. In particular, our
infrastructure handled a total of 976 submissions, requiring more
than 12 hours of execution time using traditional hardware, while
approximately 4 minutes of QC resources.

This has been a very practical use-case scenario where the in-
frastructure has been put under heavy load at certain moments.
During the QuantumCLEF lab, the infrastructure was deployed on a
méa.8xlarge AWS EC2 instance equipped with an AMD EPYC 7R13
processor (32 CPU cores) together with 128 GB of RAM. Each par-
ticipating team was given a maximum amount of 10 GB of RAM and
1200 CPU millicores.

6.2 Tutorials

Our infrastructure has also been employed for teaching purposes
during the ECIR 2024 [9] and SIGIR 2024 [10] conferences. In fact,
during these conferences, two tutorials were held about an introduc-
tion to QC and Quantum Annealing with specific possible insights
into their applications to the IR and RS fields.

The introductory part of the tutorials focused primarily on dis-
cussions and did not require any hands-on participation from the
attendees. In contrast, the second part featured live coding sessions,
where participants were expected to engage directly with quantum
computers. However, teaching participants how to use quantum
resources in this setting posed a significant challenge, as each in-
dividual would have required a personal API key to access them,
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Figure 5: The distribution of the participating teams’ submissions over time, considering also the Annealing time used per day.

which can usually be obtained after the stipulation of an agreement
with the company offering these resources.

Our infrastructure was employed to support and streamline the
tutorials to address this limitation. Several dedicated workspaces
were created, enabling participants—many of whom were interact-
ing with quantum computers for the first time—to gain practical
experience. This not only allowed them to explore real quantum
hardware in a controlled environment but also demonstrated that
KIMERA can be effectively utilised for educational purposes, in-
cluding tutorials and hands-on training, especially when access to
specialised computational resources is restricted.

6.3 IR Evaluation Beyond QuantumCLEF

While our infrastructure has been tailored to QuantumCLEF, it can be
easily customised to be adopted for other purposes. Firstly, KIMERA
could also be employed to provide resource access to individual re-
search groups requiring computing resources beyond evaluation
campaigns. This would allow them to easily study and execute exper-
iments in already configured environments that provide access to
powerful computing resources while enhancing reproducibility and
comparability of their work. To support this, we plan to introduce an
automated evaluation component that can be called from within the
workspaces to evaluate the submissions without the intervention of
external organisers. We have not yet introduced this feature because
we believe this is not a good approach for evaluation campaigns,
since participating teams may attempt to repeatedly test their models
on the evaluation set, thus tailoring their approach to those specific
results rather than ensuring broader generalisation.

Secondly, there exist shared tasks that allow or even require [11,
20] participants to use LLMs. KIMERA could be employed to provide
participants with access to these powerful models hosted by external
companies due to the computational resource requirements. In that
case, it would only be necessary to refine the dispatcher accounting
for the different API calls without needing other major architectural
changes. Finally, KIMERA could be used to support a wide range of
shared tasks not involving the usage of external computing resources.
Its user-friendly design, which lowers barriers in both hardware ac-
cessibility and required technical expertise, makes it an inclusive plat-
form for participants with varying levels of experience. By enabling
broader participation, KIMERA would contribute to more diverse,

high-quality submissions and enhance the overall robustness and re-
liability of shared task results. This expanded accessibility could also
foster innovation by encouraging novel approaches from researchers
who might otherwise lack the necessary computational resources.

7 Conclusions

In this paper, we presented KIMERA, an infrastructure that can be
employed to transition from Eaa$ to EitC in IR, providing easy and
monitored access to computationally expensive resources while low-
ering the entry barrier in terms of hardware and technical expertise.
KIMERA has been used in the QuantumCLEF shared task to give ac-
cess to participants to quantum resources, enhancing reproducibility,
comparability, resource access, and scalability.

While the infrastructure has been tailored specifically to the Quan-
tumCLEF needs, in this paper we have shown that it can be easily
customised to further serve as a user-friendly evaluation infrastruc-
ture for a wide variety of shared tasks and for individual research
purposes. Due to the rise of many quota-based platforms where API
keys are used to provide access to resources such as quantum comput-
ers and LLMs, our infrastructure can be useful to monitor the quotas
given to participants without requiring them to stipulate contracts
with these platforms to get their own API keys. Moreover, KIMERA
has been developed with the aim of lowering the hardware entry bar-
rier for participating teams in shared tasks by providing them with a
complete and fully customizable environment to code and test their
systems, without requiring any knowledge of containerization tools.

In the future, we plan to further optimise the infrastructure, mak-
ing it even easier for organisers to manage all the activities associated
with shared tasks. We also intend to refine its components to allow
for automated evaluation procedures, thus allowing individual re-
search groups to use KIMERA beyond shared tasks for enhanced
resource access, comparability, and reproducibility. Finally, we plan
to use this infrastructure also during the second edition of the Quan-
tumCLEF shared task in 2025 [27] , gathering even more data and
insights about QC.
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