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Graph-based techniques relying on neural networks and embeddings have gained attention as a way to develop Recommender Systems
(RS) with several papers on the topic presented at SIGIR 2022 and 2023. Given the importance of ensuring that published research
is methodologically sound and reproducible, in this paper we analyze 10 graph-based RS papers, most of which were published at
SIGIR 2022, and assess their impact on subsequent work published in SIGIR 2023. Our analysis reveals several critical points that
require attention: (i) the prevalence of bad practices, such as erroneous data splits or information leakage between training and testing
data, which call into question the validity of the results; (ii) frequent inconsistencies between the provided artifacts (source code
and data) and their descriptions in the paper, causing uncertainty about what is actually being evaluated; and (iii) the preference
for new or complex baselines that are weaker compared to simpler ones, creating the impression of continuous improvement even
when, particularly for the Amazon-Book dataset, the state-of-the-art has significantly worsened. Due to these issues, we are unable to

confirm the claims made in most of the papers that we examined and attempted to reproduce.
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1 INTRODUCTION

Reproducibility is a central issue in several areas of science that face the so-called reproducibility crisis [50]. As
reported by Baker [6], approximately 70% of researchers in physics and engineering are unable to reproduce someone
else’s experiments, and roughly 50% fail to reproduce even their own experiments. Computational and data-intensive
sciences [24, 47] are no exception, and this is also true for Information Retrieval (IR) and Recommender Systems
(RS) [11, 21, 23, 38], especially considering how both fields are heavily reliant on machine learning approaches today [43]
and how reproducibility is a concern for machine learning itself [26, 53].

Defining what reproducibility means for IR and RS is still an open issue. However, despite the terminological debate,
it is generally understood as the ability to obtain results very similar to those reported in the paper, whether in terms of
the absolute values of the effectiveness scores or the actual labels (or recommendation lists) produced by the model
[11, 12, 46]. One of the first issues that arises is ensuring that the original source code and data artifacts provided by the

authors are, in fact, consistent with what was described in the paper. There can be several sources of inconsistencies, and
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indeed we report several examples of this, from erroneous data splits (an issue already identified by Ferrari Dacrema
et al. [20]) to changes in the model implementation after the publication of the paper. These types of inconsistencies
are problematic because they hide what is actually being reproduced, whether it is what is described in the paper or
something else, and may easily propagate to subsequent publications if other researchers use those artifacts themselves.
Once the consistency of the artifacts has been established, the experimental evaluation can proceed to obtain the results
and determine whether they reproduce what is reported in the original paper according to the desired criteria. This
approach focuses on the reproduced method but does not consider the context in which the result was presented. Indeed,
in machine learning research the results are generally interpreted in a relative manner; that is, the absolute value of
an effectiveness metric does not provide much information on its own but becomes meaningful when compared with
the same effectiveness score measured for other methods. Typically, this is used to support claims that the proposed
method is able to outperform the state-of-the-art in a given scenario. This opens a new challenge that goes beyond
reproducing the absolute results, that is, confirming the conclusions that the proposed method is indeed competitive
with the state-of-the-art. This requires reevaluating several aspects of the experimental protocol, from the training
procedure used for the proposed method to the way in which the state-of-the-art baselines were selected and optimized.
Several previous studies over the years have shown that a large number of papers present methods that are, in fact,
not competitive against simple baselines due to various bad practices, such as poor baseline optimization, information
leakage, and anomalous data splits [3, 5, 10, 20-22, 33, 44, 58, 62, 77]. Indeed, back in 2009 Armstrong et al. [5] raised
the issue by observing how new methods in IR were not competitive against some older and simpler baselines. More
than 10 years later, this was found to still be the case by Kharazmi et al. [33] and Lv et al. [44]. Similar issues have been
reported in the RS domain by Ferrari Dacrema et al. [20, 21], who observed that it was not possible to reproduce several
deep learning techniques in the RS domain and that most of them were not competitive with a set of simple fine-tuned
baselines when applied to the traditional top-n collaborative filtering task.

In the last few years, graph-based techniques for neural networks and embeddings [1, 7, 60] have become a very active
and impactful area of research with many ramifications including RS [74], which is the focus of this paper. To the best of
our knowledge, He et al. [28] published the first paper on these topics at a SIGIR conference, which subsequently attracted
attention and inspired follow-up work in later years, particularly at SIGIR 2022 [18, 19, 28, 42, 52, 69, 75, 76, 78, 80] and
SIGIR 2023 [14, 27, 36, 41, 55, 56, 70, 73, 79, 81, 82].

Given the general interest in graph-based techniques for RS, the surge of papers on this topic at SIGIR, and the
previous experiences and concerns of the IR and RS communities regarding reproducibility and weak baselines, the
question of whether the reproducibility of the results and reliability of the experimental methodology has improved
naturally arises and papers addressing these questions are starting to appear, e.g., Anelli et al. [4]. Therefore, in this
paper, we investigate the following research questions about a set of graph-based RS papers published at SIGIR 2022:
e Can we reproduce the results reported in the original papers using the same data splits and source code?

Our results indicate that slightly less than half of the reported results can be reproduced, with large variations across

papers ranging from 0% to 66%, consistent with observations from prior studies in related fields.

o Are the experimental methodologies used in the original papers, as well as the publicly available artifacts,
correct and consistent? While 90% of the papers provided publicly available artifacts, we identified several major
inconsistencies related to anomalous data splitting. The consistency of model implementations is generally good,
with rare exceptions. However, the early-stopping process is often inconsistent with the descriptions in the papers,

and in some cases even relies on test data to select the number of training epochs.
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e Can we confirm that the proposed methods are competitive against simple yet robust baselines, beyond
those reported in the original papers? We observe that most methods fail to outperform simple baselines,
particularly on the Amazon-Book dataset, where message-passing models fall substantially behind. In some cases,
the analyzed method remains highly competitive, being outperformed by only a small margin by a single baseline.
However, we also find several instances where a simple ItemKNN largely outperforms them.

Moreover, we asked ourselves about the impact that (ir)reproducible papers might have on follow-up research. To
address this, we surveyed papers published the following year at SIGIR 2023 [14, 27, 36, 41, 55, 56, 70, 73, 79, 81, 82] to
qualitatively understand whether and how the analyzed SIGIR 2022 papers influenced their evaluations and findings.
This analysis reveals that a comparison is almost impossible, due to how different the results are even for papers that
adopt similar evaluation protocols, which is surprising and worrying.

The paper is organized as follows. In Section 2, we describe our research method and how we attempted to reproduce
the selected papers. The results of our analysis on methodology, consistency and the re-execution of the experiments
including additional baselines are presented in Section 3. We finally summarize our findings along several dimensions

and discuss the implications of our research in Section 4.

2 RESEARCH METHOD
2.1 Terminology

While over the years there has been a lot of discussion, which is still ongoing, on how reproducibility and replicability
should be defined [17, 54], we follow the definitions by the updated ACM Policy on Artifact and Review Badging,'
which are aligned to those of the International Vocabulary for Metrology (VIM) [32] and the NISO definitions for
reproducibility badging [49]. These are also the definitions adopted by the ACM SIGIR Artifact Badging committee:

e Reproducibility (Different team, same experimental setup): The main results of the paper have been obtained
in a subsequent study by a person or team other than the authors, using, in part, artifacts provided by the author.

o Replicability (Different team, different experimental setup): The main results of the paper have been indepen-
dently obtained in a subsequent study by a person or team other than the authors, without the use of author-supplied

artifacts.

This study has two main components. First, a consistency analysis of the original source code and data artifacts
provided by the original paper, as well as the methodology adopted for the evaluation. Note that previous studies on
reproducibility typically do not conduct an in-depth consistency analysis of the artifacts. Second, an assessment of the
reproducibility (same artifacts/experimental setup) of the results, using the original source code, the same datasets, the
experimental setup, and the same optimal hyperparameters for the proposed methods. However, there are instances
where we also performed some replicability (different artifacts/experimental setup) of the results. This occurred when it
was necessary to fix the original source code, replace an erroneous data split after identifying potential issues such
as anomalous distributions or information leakage among training/validation/test sets, apply our own early-stopping
methodology when the original one was not properly specified or implemented, or include our own baselines as a
common reference for comparison across all the analyzed papers. However, in the remainder of the paper, we will use

only the term reproducibility for the sake of readability, as it is the main focus of this study. Note that in defining the

https://www.acm.org/publications/policies/artifact-review-and-badging-current
Zhttps://sigir.org/general-information/acm-sigir-artifact-badging/
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criteria for determining whether a paper was successfully reproduced or not, as further detailed in Section 2.3, we also
considered the guidelines of the ACM SIGIR Artifact Badging committee for awarding this kind of badge.

We did not perform only a reproducibility analysis; since we also verified the source code, its availability, docu-
mentation, as well as its consistency with the paper, we conducted, in the terms of the ACM SIGIR Artifact Badging

committee:

o Artifacts Evaluated — Functional: The artifacts associated with the research are found to be documented, consistent,
complete, exercisable, and include appropriate evidence of verification and validation.

e Artifacts Evaluated — Reusable and Available: The artifacts associated with the paper are of a quality that
significantly exceeds minimal functionality. That is, they have all the qualities of the Artifacts Evaluated — Functional
level, but, in addition, they are very carefully documented and well-structured to the extent that reuse and repurposing

are facilitated.

Note that, as explained earlier, different papers used different datasets or the same datasets but with different
preprocessing or splitting. As a consequence, most of the methods examined can not be directly compared to determine
which is more effective and under which conditions, even when the experiment uses the same dataset. In order to
address this issue, we also conduct an experiment similar to what done in [4], where we independently optimize all the
hyperparameters of the methods we attempt to reproduce on a limited set of datasets. Although such an analysis on all
the originally reported datasets or on a more ample set of datasets and conditions would be appropriate and interesting,
it focuses on the generalizability of the results and therefore falls outside the scope of this study and is left for future
work. Moreover, such an analysis would be extremely computationally expensive. However, since we fine-tuned our
baselines for each of the datasets used, they still provide a reference to qualitatively assess the relative merits of the

methods examined.

2.2 Selection of Candidate Papers

In this study, we focus on RS based on message passing. Since the number of papers published on the topic is very

large, we chose to select those published at one of the most prominent conferences in the field, SIGIR.

Reproducibility Study on the SIGIR 2022 Papers. The selection of papers was carried out through the following process.
First, a list of candidate papers was retrieved by scanning the Collaborative Filtering and Recommender Systems sessions
in the proceedings of SIGIR 2022 [2]. A paper was considered a candidate for reproduction if it (i) proposed a graph-based
recommender technique with message passing and (ii) focused on the top-n recommendation problem. We did not
select papers that develop e.g., session-based or reinforcement learning methods, nor papers that propose more general
methods not strongly connected to graph-based approaches, e.g., [25] or that use message passing but as a secondary
component, e.g., [83]. Since all the selected papers are strongly based on LightGCN [28], a method that has had a
substantial impact on the community, we included it in our analysis, even though it was published earlier at SIGIR 2020.
After this screening process, we ended up with a collection of ten candidate papers [18, 19, 28, 42, 52, 69, 75, 76, 78, 80].

We then checked for the availability of artifacts, i.e., source code and data, provided by the original authors. If the
source code was not publicly available, we contacted the authors via email. We were able to retrieve the artifacts for all

the ten candidate papers.’

3Note that the GitHub repository of Liu et al. [42] remained empty until January 2023, six months after SIGIR 2022.
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Qualitative Impact on SIGIR 2023 Papers. The selection of papers was carried out through the following process. First, a
list of candidate papers was retrieved by scanning the Collaborative Filtering, Collaborative Filtering and Graph Neural
Approaches, and Knowledge Graphs for Recommendation sessions in the proceedings of SIGIR 2023 [13]. A paper was
considered a candidate for the qualitative analysis if it focused on the same task selected for the SIGIR 2022 papers and
used one of the SIGIR 2022 papers as a baseline in the experiments, along with Light GCN. After this screening process,
we ended up with a collection of eleven papers [14, 27, 36, 41, 55, 56, 70, 73, 79, 81, 82] for the qualitative analysis.

2.3 Consistency and Reproducibility Analysis

The first stage of the analysis is to assess whether the original source code and data artifacts are consistent with what is
described in the paper. To do so, we performed a manual inspection of the source code as well as some simple analyses
on the data splits (e.g., we compared the number of occurrences the items have in the training and test data). When
assessing consistency, we must remain mindful that the provided source code is often a simplified version of the original
experimental pipeline, which may only include the implementation or correct configuration for one of the experiments

reported in the paper.* Therefore, we consider the original artifacts to be consistent when:

e There are no apparent anomalies in the statistical properties of the data splits.

o The core algorithm and the details of the training process are consistent with the description in the paper.

For the second stage of the analysis, a candidate paper must meet several conditions to be considered successfully

reproduced:

o The provided source code can be executed successfully and is correct. Note that we fix minor errors when necessary
and explicitly report when we do.’

o At least one of the datasets used in the original evaluation is available, either because the original training-test split
is provided or because the dataset is publicly available and the paper contains sufficient detail to perform the data
preprocessing and splitting.

e It is possible to closely reproduce the numerical results reported in the original paper by using the provided artifacts.

Regarding the first requirement, an important aspect to consider is whether reproducing a paper also requires us to
reproduce possible methodological mistakes that were made in the original implementation, e.g., information leakage.
In those instances, we argue that running experiments which contain errors has little scientific value, therefore we
correct errors when present and describe them in our analysis. This issue typically arises when selecting the optimal
number of epochs to train a machine learning model. Often published papers report the optimal number of epochs but
do not explain how it was obtained or, in some cases, the provided implementation performs early-stopping on the test
data.

In order to ensure that our analysis is done with a consistent setup, we integrate all the original implementations
into our own evaluation framework [20]. This typically involves leaving the original model unchanged while using our

implementation for early-stopping and evaluation. For efficiency and consistency across implementations, we replace

“4Providing all the source code should, in principle, enhance reproducibility. However, full experimental pipelines can be quite long, particularly when
they rely on complex structured libraries. In such cases, if they are not well-organized and supported by adequate documentation, it may be challenging
for a researcher to discern the complete experimental protocol. This could make it very difficult to identify inconsistencies between the paper and the
artifacts, as well as to recognize important details that were omitted. Consequently, while the results may be reproducible, the transparency of the process
is not necessarily improved.

SFor example, we correct the source code whenever early-stopping is performed on test data.

5
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the original data sampling implementation with one developed in Cython,® ensuring that the original sampling strategy
is not altered.

Finally, the notion of what closely reproduced means is still an open issue. Breuer et al. [11] proposed a set of measures,
among which relative distance among the effectiveness scores, which we adopt also here. However, neither Breuer
et al. [11] nor subsequent work by Maistro et al. [46] provided guidance on what ranges of effectiveness delta should
be considered indicative of successful reproduction. Therefore, we follow a simple rule-of-thumb, where a relative
difference of 2% or less in at least one metric on a dataset is used to determine that the results have been successfully
reproduced on that dataset. This definition aims to categorize as non-reproducible only those methods that produce
results very different from those reported in the original paper, while acknowledging that results can sometimes be
affected by factors that are difficult to control (e.g., stochastic behavior of the method, different hardware configurations,
etc.). If the results have been successfully reproduced on some but not all of the datasets used in the paper, we consider
that paper to be only partially reproduced.

Overall, we were able to conduct this analysis for nine out of the ten candidate papers, as the artifacts provided
by Liu et al. [42] did not meet our requirements. The artifacts include various scripts, but they lack instructions on
how to execute them, the sequence to follow, and the appropriate environment settings. Additionally, much of the
relevant source code appears to be commented out. We also observed inconsistencies in the hard-coded paths, with
some referencing the Last-FM dataset while others the Amazon-Book dataset, which is not mentioned in the paper. The
state of the source code, the absence of execution instructions, and the missing preprocessed data files prevented us
from assessing the consistency of the processing procedure and running the experiments. We contacted the authors for

assistance but did not receive a response.

2.4 Baselines

In order to provide a comprehensive view of the possible strong baselines, we selected a representative set of methods
from different families, ranging from the nearly 30-year-old user-based k-Nearest Neighbors (KNN) to more recent
neural and graph-based methods. These methods were identified as highly effective in previous comparative studies

[4, 20] as well as based our own experience. In the main paper we focus on the following ones:

o TopPop: non-personalized method recommending to all users the most popular items the user has not yet interacted
with.

o UserKNN: user-based nearest-neighbor algorithm [59], with cosine similarity and shrinkage [9].

o ItemKNN: item-based nearest-neighbor algorithm [61], with cosine similarity and shrinkage [9].

o GF-CF: a graph-based method that is based on a low-pass filter and has a closed form solution [64].

o SLIM: item-based model that uses linear regression to compute the item similarity [48].2

o MF-BPR: matrix factorization method based on the Bayesian Personalized Ranking (BPR) loss [57].

e iALS: matrix factorization method for ranking tasks based on alternating least-squares [31].

e RP3B: graph-based method that uses a two-steps random walk from users to items and vice-versa, where transition

probabilities are computed from the normalized ratings [51].

6Cython is an extension of Python that allows to include static types and compile the code for substantially improved performance https://cython.org/
"Note that occasionally the results for GF-CF may be missing due to its memory requirements exceeding the 64GB available on our server.
8n particular we optimize the ElasticNet loss.
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e NegHOSLIM (EN): linear full-rank model similar to SLIM, which includes higher-order interactions as input-
features [66].7

e MultVAE: variational autoencoder that assumes a multinomial likelihood for user-item interactions [37].

The full results, available in the additional material, include additional baselines for a total of 21 collaborative models
(Random, Global Effects, P3x, EASER, SLIM-BPR, NegHOSLIM, SVDpp, PureSVD, NMF, LightFM) and 6 content-based
or hybrid models (ItemKNN, UserKNN and LightFM both content-based and hybrid).

Hyperparameter Optimization. In order to ensure that the baseline algorithms are properly optimized we select their
hyperparameters with a Bayesian search [29], implemented by Scikit-Optimize.'” The search explores a total of 50 cases,
with the first 16 used as initial random points. Once the optimal hyperparameters are determined, including the number
of epochs, the final model is fitted on the union of training and validation data using these optimal hyperparameters.
The considered hyperparameter ranges and distributions are the same as those in Ferrari Dacrema et al. [20] and are

listed in the additional material.

Early-stopping. In order to select the optimal number of epochs for both the candidate algorithm as well as for
baselines based on iterative optimization, we rely on the widely used early-stopping. The model is trained on the
training data, and its effectiveness is evaluated on the validation data every 5 epochs. If the model’s effectiveness
does not improve for 5 consecutive evaluations, the training is stopped, and the epoch number associated with the
best-performing model is selected. Note that we apply this early-stopping method to our baselines and also in some
additional experiments with the candidate algorithms to validate the reliability of how the optimal number of epochs

was determined.

3 DETAILED ANALYSIS

For each paper, we first summarize its contributions, then analyze it along four dimensions: (i) the datasets originally used
for evaluation; (ii) methodological issues and the consistency between the artifacts and the paper; (iii) the reproducibility
of the results based on the provided artifacts; and (iv) the competitiveness of the method against baselines.

The reported results are the product of extensive experiments. We report the results of approximately 800 trained
models, which required the fitting of approximately 25.000 models during the hyperparameter optimization phase.
Overall the experiments required a total computation time of 4 years. Due to the extensive number of experiments
and datasets, we report only one table for each paper selecting the dataset in which we obtained the worse outcome
in terms of the reproducibility of the results. Notice that this does not necessarily mean worse results, but rather the
results that are furthest from those published.!! To complement the main paper, we also provide an online appendix
with extensive additional information: the full results for each dataset with up to 26 baseline algorithms, the description
and statistics of the datasets as well as a table listing the hyperparameter values of the analyzed methods that we used
in our experiments, specifying for each where they were described (i.e., paper or source code).'? Each table groups

baselines into two categories: those with closed-form solutions and those that require iterative training.

“Due to the large memory requirement we trained it by using an ElasticNet loss (EN) instead of the originally proposed one, in a similar way as SLIM.
Ohttps://scikit-optimize.github.io/

There are two exceptions to this: (i) MovieLens 100k for GDE, because the dataset is very small, and since there are no other datasets in which we
could successfully run the experiment but not reproduce the results, we select Gowalla, which is the dataset with the highest number of interactions and
successfully reproduced results; (ii) Last-FM for HAKG because we had to apply a significant alteration to the dataset, and therefore we select the dataset
with the second worst results in terms of reproducibility.

2https://github.com/remaplab/TOIS25_Reproducibility-SIGIR22-GCN
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3.1 LightGCN: Simplifying and Powering Graph Convolution Network for Recommendation

He et al. [28] propose LightGCN, a graph-based collaborative filtering method where user and item embeddings are
propagated according to the graph adjacency matrix, via message passing. Six of the other methods we attempted to
reproduce in this study (all except SimGCL and HAKG) used LightGCN as a baseline.

Datasets. LightGCN is evaluated on three datasets: Amazon-Book, Gowalla and Yelp2018. All datasets are preprocessed
with a 10-core selection. The evaluation procedure is similar to that adopted by Wang et al. [72], the data splitting is

performed with user-wise random holdout as 72% training, 8% validation and 20% test for all the datasets.

Consistency and Methodology. The GitHub repository'® contains both the implementation and the training-test data
split. The provided material is not fully consistent with what is described in the paper.

The first issue we observed is that the training and test sets do not exhibit the distribution expected from a user-wise
random holdout split. Figure 1 shows the popularity distribution of the items in the training and test sets for both the
original data split and a new data split generated by us following the user-wise random holdout procedure described
in the paper. The popularity is normalized by dividing it by that of the most popular item in the corresponding set.
Items are then sorted by decreasing popularity in the training data. In a user-wise random holdout split, the popularity
distributions of the training and test sets should, on average, be similar however, this is not the case for the original
split. Note that, as pointed out by Anelli et al. [4] the arXiv version of Wang et al. [72] which published the original
data split, includes an updated version of the results indicating that the issue has been fixed.!* Nonetheless, the original
erroneous split has been used by LightGCN and several other papers. Similar issues with anomalous data splits have
also been observed in other papers by previous reproducibility studies [20]. To assess the extent of the anomaly, we
consider three statistical measures. First, we compute the Gini Index of the popularity distributions to quantify the
strength of their popularity bias. We observe that the Gini Index of the original split is quite similar to that of our split,
indicating that the two splits do not exhibit different popularity biases. For example, considering Yelp2018 the Gini Index
of the original split is 0.53 for the training set and 0.56 for the test set; while the split generated by us has 0.51 for the
training set and 0.54 for the test set. As a second step we compute the Kendall’s 7 and Pearson correlation coefficients
between the number of interactions of each item in the training and test sets. The Kendall’s 7 correlation, given two
lists, measures the percentage of couples of elements that are in the same order in both lists. In this context, we aim to
confirm that if an item a is more popular than item b in the training set, it also has more interactions than b in the test set.
However, a drawback of this metric is that if the full dataset contains many items with a similar number of interactions,
the stochastic nature of the holdout split could introduce significant noise, resulting in low Kendall’s 7 values. The
Pearson correlation, on the other hand, measures the linear correlation in the number of interactions, making it robust
to the type of noise that Kendall’s 7 is sensitive to, but it is less intuitive to interpret. In a random holdout split we
expect the training and test sets to exhibit a Pearson correlation close to 1 and a high Kendall’s 7. The results indicate
strong discrepancies. In the original Amazon-Book training-test sets the relative ordering of items differs substantially
(Kendall’s 7 0.17, Pearson Correlation 0.50) whereas in our split the relative ordering is more consistent, and the item
popularities are highly correlated (Kendall’s 7 0.52, Pearson Correlation 0.95). On Yelp2018 the findings are similar but
less pronounced, with the original split (Kendall’s 7 0.37, Pearson Correlation 0.78) showing worse correlations when
compared to ours (Kendall’s 7 0.59, Pearson Correlation 0.96). On Gowalla the gap is smallest, with the original split

(Kendall’s 7 0.25, Pearson Correlation 0.85) displaying a distribution very similar to ours (Kendall’s 7 0.34, Pearson

Bhttps://github.com/gusye1234/Light GCN-PyTorch
14The new version with corrected data split and results is dated July 2020, see https://arxiv.org/abs/1905.08108
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Correlation 0.96). These unusual data splits are not justified. For the reproducibility part of our study, we retain the
original training-test splits. However, when evaluating competitiveness against baselines, we also conduct experiments
on our newly generated training-test splits. We chose to retain the original erroneous splits in our experiments for two
reasons: (i) to enable a direct comparison with the results in the LightGCN paper, and (ii) because two other papers in

our study (SimGCL and GTN) used the same datasets and these inconsistent splits.
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(a) Normalized popularity distributions of the original training (b) Normalized popularity distributions of the training and test
and test data splits. data splits randomly generated by us.

Fig. 1. Normalized popularity distributions of the training and test data splits for Yelp2018 used in the Light GCN paper, the value 1
corresponds to the most popular item in that split. Figure 1b shows the expected popularity distribution for a random holdout data
split, with the normalized values on both training and validation being on average similar. Figure 1a shows instead the distribution in
the original data splits, as can be seen the training and test distributions are different.

A second issue is that the LightGCN paper refers to a previous paper for the experimental methodology [72], which
specifies performing early-stopping if the Recall@20 does not improve for 50 successive epochs. However, the provided
implementation does not perform early-stopping, rather it only evaluates and prints the results on the test data every 5
epochs. Neither the paper nor the repository material provide details or insights on how many training epochs were
used for the evaluation. To address this, we applied both the original methodology and our own early-stopping approach

when training the model, to validate the results.

Reproducibility. In our experiments we could partially reproduce the results reported in the original paper. In particular,
we could closely reproduce the results for both Gowalla and Amazon-Book, while on Yelp2018 (see Table 1) our results
were approximately 5% lower than those reported. Regarding early-stopping, both the original and our approaches

produced very similar results.

Baselines. LightGCN demonstrates inferior effectiveness compared to our set of baselines across all datasets, both
in terms of the results reported in the original paper and those obtained by our experiments. For example, in our
experiments, MultVAE, RP38 and GF-CF (the latter two being simple graph-based baselines) outperform all versions of
LightGCN on all datasets (see the results for Yelp2018 in Table 1). Particularly striking are the results for Amazon-Book,
where LightGCN lags significantly behind the baselines, achieving an NDCG of 0.0315 while the simple ItemKNN

reaches almost twice that value, 0.0624. The results are consistent between the original training-test split and the one
9
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generated by us. However, for the Amazon-Book dataset, the split generated by us yields much higher absolute metric
values. For example, the ItemKNN baseline achieves an NDCG@20 of 0.0624 in the original split and 0.1680 in the split
generated by us. This aligns with our earlier observation that, in the original split, the data distribution of the test set
differs from that of the training set. Consequently, it is not surprising that all models perform worse in absolute terms

on the original split.

Table 1. Results for LightGCN on the Yelp2018 dataset. The baselines are highlighted in bold if they outperform our results for
LightGCN. Results for LightGCN are highlighted in bold only if they outperform all baselines. Values are underlined if they are
better than the results for LightGCN that were reported in the original paper.

Cutoff 20

Recall NDCG
TopPop 0.0124  0.0101
UserKNN CF 0.0637  0.0533
ItemKNN CF 0.0622  0.0514
RP3B 0.0672  0.0558
GF-CF 0.0693  0.0568
SLIM 0.0646  0.0541
NegHOSLIM (EN) 0.0590  0.0492
MEF-BPR 0.0382  0.0313
iALS 0.0667  0.0546
MultVAE 0.0719  0.0590
LightGCN paper | 0.0649 0.0530 |

LightGCN original early-stopping | 0.0618  0.0506
LightGCN our early-stopping 0.0621  0.0510

3.2 Less is More: Reweighting Important Spectral Graph Features for Recommendation

Peng et al. [52] propose Graph Denoising Encoder (GDE). The paper analyses graph convolution in the spectral domain
and observe that only a limited number of spectral graph features significantly contribute to model effectiveness,
specifically the highest and lowest frequencies (i.e., eigenvalues), while intermediate frequencies are less important.
This effect is attributed to the different semantics of these frequencies, with higher frequencies representing differences
between users and lower frequencies representing commonalities. Based on this observation they introduce GDE, which

acts as a band-pass filter by selecting high and low frequencies while removing intermediate ones.

Datasets. GDE is evaluated on five datasets: MovieLens 100k, MovieLens 1M, CiteULike-a, Pinterest, and Gowalla.
The data splitting is a random holdout of interactions sampled globally, 20% for training and 80% for testing. Note
that, as opposed to what commonly done, the training data is much smaller than the testing data. The validation set is
created by splitting 5% of the training set. Moreover, the paper only states that all interactions are made implicit with a
value of 1, but does not report the preprocessing applied to the Gowalla and Pinterest datasets, which are much smaller

than their original versions.

Methodological Issues. The GitHub repository'® contains both the implementation and the training-test data split.
The provided material is fully consistent with what is described in the paper.
During our experiments we observed that GDE is numerically unstable, frequently failing to train properly, particularly

on certain datasets. We believe this instability is related to an issue in how the lowest eigenvalues are computed. Consider

Shttps://github.com/tanatosuu/GDE
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a matrix containing the user-item interactions defined as R € R¥X? where u is the number of users and i is the number of
items. GDE requires computing both the highest and the lowest eigenvalues, along with their corresponding eigenvectors,
for the item-item similarity matrix S;_; = RTR and the user-user similarity matrix Syy_yy = RRT. While computing
the highest eigenvalues can be done rather efficiently, computing the lowest ones for such large matrices is a much
more computationally intensive task and is subject to numerical rounding errors. The original implementation uses the
LOBPCG method [34]'® which is very fast but assumes the input matrix to be positive definite, i.e., all its eigenvalues
are strictly positive. Crucially, this requirement is never verified and, as we will show, it is not met. Any matrix A that
can be represented as A = BT B is at least positive semi-definite. However, to be strictly positive definite an additional
condition must be met, matrix B must have linearly independent columns [68, Ch. 7, p. 396]. The number of linearly
independent columns and rows of a matrix is its rank, which can never be larger than the smallest of its dimensions,
i.e., rank(R) < min(u,i). This immediately implies that at least one of the two similarity matrices will not be positive
definite, simply because R is rectangular. In a typical scenario u > i hence Syy_gy will not be positive definite. To validate
our statements, we compute the rank of the matrix R containing the training set by applying the SVD method, i.e., the
rank of the matrix is equal to the number of non-zero singular values.!” The results are that on MovieLens 100k and
CiteULike-a there are fewer than 10 linearly dependent rows or columns, while for MovieLens 1M and Pinterest there
are approximately 500 and for Gowalla almost 900.'8

This issue has two important consequences: (i) since the data violates the assumptions of the method used to compute
the eigenvectors its results are prone to be erroneous, potentially invalidating the findings reported in the original
paper; (ii) a large number of the smallest eigenvalues that GDE tries to use, possibly all of them, will be zero.'® Therefore,
they will not represent the high frequency signals that GDE aims to leverage. Indeed, by examining the hyperparameter
values provided in the original GitHub repository, we observe that using the lowest eigenvalues is beneficial only for
the MovieLens 100k and 1M datasets, while it is not advantageous for the other datasets. We believe the combination of
these two effects explains the unstable behavior observed for GDE. Computing the lowest eigenvalues using the full
SVD decomposition is impractical due to its potentially large memory requirements and likely large numerical errors.
While it may be possible to address this issue by rethinking how this stage of the computation is carried out, possibly
leveraging other algebraic properties, this would require a redesign of the method that goes beyond the scope of this
paper.

We also identified other methodological issues. In the original data splits, a small number of interactions (11 for
CiteULike-a, which is 0.02% of the training set, and 7884 for Pinterest, which is 3.94% of the training set) appear in both
the training and test sets. In our experiments we removed these interactions from the training set to avoid any overlap
and prevent the possibility of information leakage. Furthermore, although the source code reports the optimal number
of training epochs for each dataset, the paper does not explain how these numbers were determined. The original
implementation does not apply early-stopping, but rather trains for a large number of epochs and periodically evaluates
the model on the test data. To address this, we conducted two experiments: one using the reported number of epochs and

the other applying our own early-stopping methodology. We also observe that, due to the data splitting methodology,

16The implementation is based on the lobpcg function from PyTorch, see the reference documentation here https://pytorch.org/docs/stable/generated/
torch.lobpcg.html

7We applied the function matrix_rank from PyTorch, see the reference documentation here https://pytorch.org/docs/stable/generated/torch linalg.
matrix_rank.html

18The detailed results are the following: MovieLens 100k (users=943, items=1682, rank=940), MovieLens 1M (users=6040, items=3952, rank=3401),
CiteULike-a (users=5551, items=16980, rank=5544), Pinterest (users=37501, items=9836, rank=9303) and Gowalla (users=29858, items=40981, rank=28965).
19Their value will not be exactly zero due to the limits of machine precision. Manual inspection reveals that, on MovieLens 100k, several of the smallest
eigenvalues have an absolute value of approximately 10~°.
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only 1% of the data is used for validation, which could result in noisy hyperparameter tuning and early-stopping. Lastly,
the paper does not mention that the source code employs a definition of Recall where the denominator is not the number
of relevant items for the user but rather the minimum between this value and the length of the recommendation list.
While this definition has been used in previous studies [37], and is intended to normalize the metric in cases where the
number of relevant items exceeds the length of the recommendation list, the existence of two competing definitions of
a metric poses obstacles to reproducibility when the paper does not explicitly state which definition is being used. For
our experiments, we use both the normalized definition of Recall used in the GDE paper to enable a direct comparison,

as well as the more common non-normalized definition of Recall.

Reproducibility. In our experiments we could partially reproduce the results reported in the original paper. In particular,
we could closely reproduce the results for both MovieLens 1M and Gowalla (see Table 2). On MovieLens 100k the
results were lower and slightly beyond the 2% threshold, with a normalized Recall of 0.5196 compared to the reported
0.5400. On the remaining CiteULike-a and Pinterest datasets GDE exhibited numerical instabilities that caused the
training to fail after a few epochs.? In our experiments with our early-stopping, we could only reproduce the results
for MovieLens 1M.

Baselines. Our early-stopping runs of GDE show competitive results only on the two MovieLens datasets compared
to our baselines. On the other hand, our runs of GDE with the number of epochs from the paper are competitive on all
datasets except CiteULike-a and Pinterest, where convergence is not achieved and the normalized Recall is around 0.002.
Given the unstable nature of GDE, and its fast training time, we decided to perform a new hyperparameter optimization.
With our new set of hyperparameters, GDE was able to reach convergence on Pinterest and outperform our baselines as
well, with a normalized Recall of 0.1082 compared to the 0.1067 reached by the best performing baseline iALS. Finally,
the results reported in the paper for GDE are competitive with our baselines across all datasets. The results obtained
with a non-normalized implementation of Recall are consistent with those obtained with the normalized definition

used in the original source code.

Table 2. Results for GDE on the Gowalla dataset. The baselines are highlighted in bold if they outperform our results for GDE.
Results for GDE are highlighted in bold only if they outperform all baselines. Values are underlined if they are better than the results
for GDE that were reported in the original paper.

Cutoff 20

Recall (normalized)  Recall NDCG
TopPop 0.0421 0.0298 0.0451
UserKNN CF 0.1128 0.0748  0.1304
ItemKNN CF 0.1119 0.0741 0.1288
RP3ﬂ 0.1116 0.0737 0.1285
GF-CF - - -
SLIM 0.1057 0.0692 0.1219
NegHOSLIM (EN) 0.1053 0.0690 0.1214
MF-BPR 0.0299 0.0202 0.0319
iALS 0.1361 0.0963 0.1531
MultVAE 0.1362 0.0962 0.1540
GDE paper | 0.1449 - 0.1632
GDE our early-stopping 0.0959 0.0704 0.1077
GDE provided number of epochs 0.1433 0.1036  0.1627
GDE our hyperparameters 0.1282 0.0910  0.1476

20This issue was also raised by other practitioners on the GDE GitHub repository.
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3.3 Are Graph Augmentations Necessary? Simple Graph Contrastive Learning for Recommendation

Yu et al. [80] propose Simple Graph Contrastive Learning (SImGCL). The paper argues that an important step in a
typical contrastive learning pipeline is to perform graph augmentation by applying perturbations to the adjacency
matrix used by message passing, i.e., the user-item interaction matrix. The contrastive loss then pushes the original and
augmented graphs toward similar latent representations. The paper claims that the main contribution to the model
effectiveness in constrastive learning based models does not come from the graph augmentation (e.g., random edge
dropout) but rather comes from the constrastive learning loss function InfoNCE. The InfoNCE loss effect is to increase
the separation between positive and negative samples for each user. SimGCL generates contrastive views by applying

random perturbations of the embeddings instead of graph augmentations.

Datasets. SimGCL is evaluated on three datasets: Yelp2018 and Amazon-Book, with the same training-test split of
LightGCN [28], and Douban Book. Both Yelp2018 and Amazon-Book are preprocessed with a 10-core selection, while
for Douban Book only interactions with rating of at least 4 are retained. For all datasets the data splitting is a user-wise

random holdout, 72% training, 8% validation and 20% test.

Methodological Issues. The GitHub repository?! includes both the implementation and the training-test data split.
However, the provided materials are only partially consistent with what is described in the paper.

The first issue is that the paper relies on the same data splits used in the LightGCN paper for the Yelp2018 and
Amazon-Book datasets which, as shown in Section 3.1, are not the result of a correct user-wise random holdout split.
We decided to keep these splits in our experiments for the same reasons as for LightGCN, but we also conducted
experiments on the new user-wise random holdout data splits we generated following the procedure described in
the paper. Secondly, there is a discrepancy between the optimal values of the hyperparameters used by the authors
in their experiments and the optimal values obtained from the sensitivity analysis of the same hyperparameters, as
reported in the paper. For example, the hyperparameter sensitivity analysis refers to a model with 2 graph convolution
layers (K = 2), whereas it was previously shown that the best model requires 3 convolution layers. Additionally, the
paper states that the optimal noise level € is 0.1 yet the sensitivity analysis plots indicate values 0.05 for Yelp2018, 0.1
for Amazon-Book, and 0.2 for Douban Book. These inconsistencies, albeit small, create uncertainty about the correct
configuration that should be used to reproduce the results reported in the paper. Finally, the number of training epochs
is determined based on a convergence plot that shows the Recall and BPR loss, but the paper does not specify whether
this plot is computed on the training, validation, or test data. Due to this, we conducted two experiments, one training

the model using the reported number of epochs and the other applying our own early-stopping methodology.

Reproducibility. In our experiments we could partially reproduce the results reported in the original paper. In particular,
we could reproduce the results on Amazon-Book and Yelp2018. However, on Douban Books our effectiveness was about
10% lower than what was reported in the paper (see Table 3). SimGCL achieved almost identical results regardless of
whether the model was trained using the reported number of epochs or with our early-stopping methodology, across

all datasets and data splits.

Baselines. On Yelp2018, SimGCL performs competitively against almost all our simple baselines with an NDCG@20
of 0.0594, with only MultVAE achieving the better result of 0.0602. On Douban Book and Amazon-Book, however,

SimGCL performs significantly worse than our baselines, both in our runs and using the higher results reported in the

2We use the PyTorch implementation provided by the authors https://github.com/Coder-Yu/SELFRec
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original paper. For instance, on Douban Book, the NDCG@20 for SLIM is 0.2226 while SimGCL reaches 0.1583 according
to the original paper and 0.1445 in our run. Since SimGCL uses the same training-test splits as LightGCN, we can
directly compare the two methods by looking in particular at NDCG@20. On Yelp2018, we observe a 15% improvement
of SimGCL (0.0594) over LightGCN (0.0506). For Amazon-Book, the improvement is 20% on our data split (0.1047 for
SimGCL and 0.0862 for LightGCN) and a surprising 80% on the original LightGCN data split (0.0402 for SimGCL and
0.0315 for LightGCN. See Section 3.1 for an analysis of its anomalous distribution).

Table 3. Results for SimGCL on the Douban Book dataset. The baselines are highlighted in bold if they outperform our results for
SimGCL. Results for SimGCL are highlighted in bold only if they outperform all baselines. Values are underlined if they are better
than the results for SimGCL that were reported in the original paper.

Cutoff 20

Recall NDCG
TopPop 0.0722  0.0582
UserKNN CF 0.1686 0.1575
ItemKNN CF 0.1972  0.1908
RP3B 0.2033  0.1841
GF-CF 0.1788 0.1604
SLIM 0.2250  0.2226
NegHOSLIM (EN) 0.1971 0.1833
MF-BPR 0.0916 0.0774
iALS 0.1833  0.1668
MultVAE 0.1885 0.1694
SimGCL paper | 0.1772  0.1583 |
SimGCL our early-stopping 0.1685  0.1492

SimGCL provided number of epochs | 0.1629  0.1445

3.4 Learning to Denoise Unreliable Interactions for Graph Collaborative Filtering

Tian et al. [69] presents Robust Graph Collaborative Filtering (RGCF). RGCF comprises two main steps. First, a graph
denoising module removes interactions, from the adjacency matrix used in the graph convolution, that are estimated by
the model itself as noisy, while assigning a reliability weight to the remaining interactions. Second, a diversity-preserving
module builds new interaction graphs (i.e., adjacency matrix) based on the denoised one by adding new edges derived
from the trained model’s predictions. The model is trained using BPR with an additional contrastive loss, i.e., InfoNCE,

that pulls the representations of nodes learned from the augmented graphs closer to each other.

Datasets. RGCF is evaluated on three datasets: Yelp2018, Amazon-Book and MovieLens 1M. Both Yelp2018 and
Amazon-Book are preprocessed with a 15-core selection, while for MovieLens 1M only interactions whose rating is
at least 4 are retained and associated to an implicit rating of 1. The data splitting is a random holdout of interactions

sampled globally, 80% training, 10% validation and 10% test.

Consistency and Methodology. The GitHub repository®? contains only the implementation but does not contain the
training-test data split. The provided implementation is fully consistent with what is described in the paper.

Since the provided materials do not include the training-test data split, we applied the described preprocessing on all
three datasets but could not reproduce exactly the data statistics reported in the paper. Due to this, we ran RGCF with

the optimal hyperparameters and also conducted a new hyperparameter search. Unfortunately, we were able to use the

Zhttps://github.com/ChangxinTian/RGCF
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model only on MovieLens 1M. On the other datasets, the gradient update step in PyTorch caused a memory spike that
exceeded the 24GB available on our RTX 3090 GPU, preventing us from running the model, while the computational
time on a CPU was prohibitive.?> The implementation correctly uses early-stopping on the validation set to determine

the optimal number of training epochs.

Reproducibility. In our experiments we could partially reproduce the results reported in the original paper. Considering
that our experiments could not use the original training-test split, the results we obtain include an additional level of
variance due to the stochastic nature of the data splitting process. On MovieLens 1M, the only dataset we could use, our
experiments yielded better results than those reported in the paper (see Table 4) and can be considered fully reproduced,
as the HR metric is within 2% of the values reported. Furthermore, we observed that applying our early-stopping
approach increased the model’s effectiveness, and performing a new hyperparameter optimization resulted in additional

improvements.

Baselines. According to the results on MovieLens 1M (see Table 4), the only dataset usable for this reproducibility
study, RGCF exhibits worse effectiveness than SLIM and GF-CF, with a gap of up to 10%. Our version, using the newly

optimized hyperparameters, shows improved effectiveness but remains below several simple baselines.

Table 4. Results for RGCF on the MovieLens 1M dataset. The baselines are highlighted in bold if they outperform our results for
RGCEF. Results for RGCF are highlighted in bold only if they outperform all baselines. Values are underlined if they are better than
the results for RGCF that were reported in the original paper.

Cutoff 10
Recall NDCG HR MRR
TopPop 0.0773 0.1213 0.4894 0.2433
UserKNN CF 0.1939 0.2711 0.7733 0.4741
ItemKNN CF 0.1811 0.2578 0.7441 0.4610
RP3ﬁ 0.1824 0.2557 0.7560 0.4577
GF-CF 0.2076  0.2885 0.7897 0.4944
SLIM 0.2057 0.2944 0.7870 0.5034
NegHOSLIM (EN) 0.2125 0.3001 0.7958 0.5059
MF-BPR 0.1500  0.2105  0.6971  0.3894
iALS 0.1938 0.2759 0.7707 0.4783
MultVAE 0.2029 0.2812 0.7858 0.4845
RGCF paper ‘ 0.1986  0.2565 0.7569 0.4429
RGCF original early-stopping | 0.1887  0.2620  0.7634  0.4625
RGCF our early-stopping 0.1970  0.2710  0.7787  0.4758
RGCF our hyperparameters 0.1981 0.2763  0.7807  0.4813

3.5 INMO: A Model-Agnostic and Scalable Module for Inductive Collaborative Filtering
Wu et al. [75] presents Inductive Embedding Module for collaborative filtering (INMO), which aims to improve the

effectiveness of matrix factorization models for new users. The paper focuses on matrix factorization models that are
transductive (i.e., not model based, such as SVD++, MF-BPR etc..) and proposes an inductive (model-based) representation
of users and items as a function of the embeddings of a selected subset of template users and items. The paper also
explores strategies to select these templates.

2The issue appears to be related to how PyTorch handles gradient updates rather than the original RGCF implementation. The RGCF paper does not

provide details about the hardware configuration. We found that on our i9-9900K CPU with 16 cores and 64GB of RAM, it is only feasible to run the
experiment for Yelp2018, which, however, requires 1.5 hours per epoch, resulting in an estimated total runtime of 31 days.
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Datasets. INMO is evaluated on three datasets: Yelp2018, Amazon-Book and Gowalla. Both Yelp2018 and Amazon-
Book are preprocessed by selecting only the interactions with a rating of at least 4, associating them to an implicit
rating of 1, followed by a 10-core selection. No information is provided on the preprocessing of Gowalla. The data

splitting is a user-wise random holdout, 70% training, 10% validation and 20% test.

Methodological Issues. The GitHub repository?* contains the implementation, the training-test data split, and, uniquely
among the algorithms analyzed in this study, it also includes the implementation of the baseline models along with
their own hyperparameter optimization code. The provided material is fully consistent with what is described in the
paper.?> As a minor note, the paper reports a number of interactions for all datasets that is approximately 15% higher
than that of the provided data. The number of epochs is correctly selected using early-stopping, where training stops if

the NDCG@20 on the validation data does not improve for 50 successive epochs.

Reproducibility. In our experiments we could partially reproduce the results reported in the original paper. In particular,
we could reproduce the results on Yelp2018 within less than 1% as well as for one of the metrics on Amazon-Book,

while for Gowalla (see Table 5) we obtained results that are approximately 2.5-5% lower.

Baselines. On the Yelp2018 dataset, INMO has an NDCG of 0.0647 that consistently outperforms most simple
baselines with the sole exception of MultVAE, which reaches 0.0670. However, on the Gowalla dataset (see Table 5),
INMO is competitive against some of the baselines but not with RP3/3, GF-CF, SLIM, NegHOSLIM and MultVAE, which
demonstrate comparable effectiveness. On the Amazon-Book dataset, INMO is considerably less effective, with an
NDCG of 0.0934, 32% lower than that of the best-performing baselines RP38 (0.1402) or SLIM (0.1451).

Table 5. Results for INMO on the Gowalla dataset. The baselines are highlighted in bold if they outperform our results for INMO.
Results for INMO are highlighted in bold only if they outperform all baselines. Values are underlined if they are better than the
results for INMO that were reported in the original paper.

Cutoff 20

Recall  Precision NDCG
TopPop 0.0303 0.0083 0.0208
UserKNN CF 0.1834 0.0493 0.1376
ItemKNN CF 0.1908 0.0508 0.1431
RP*B 0.2029  0.0548  0.1523
GF-CF 0.2014  0.0525  0.1483
SLIM 0.2037  0.0574  0.1573
NegHOSLIM (EN) 0.1934  0.0526  0.1478
MF-BPR 0.1308 0.0350 0.0979
iALS 0.1820 0.0491 0.1362
MultVAE 0.2079  0.0555  0.1563
INMO paper | 02017  0.0536  0.1541 |

INMO original early-stopping | 0.1961 0.0523 0.1456
INMO our early-stopping 0.1961 0.0523 0.1455

Zhttps://github.com/WuYunfan/igen_cf

Z5We note that the paper uses the BPR loss and defines it by using the log sigmoid function:—In (o (x)), while the implementation instead uses the
softplus(—x) = In(1+e~) function. This occurs in a few of the papers we analyze and we wish to point out that the two formulations are mathematically
identical: —In(o(x)) = —In (1/(1+e™™)) =In(1+ e ™) = softplus(—x).
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3.6 Hypergraph Contrastive Collaborative Filtering

Xia et al. [76] proposed Hypergraph Contrastive Collaborative Filtering (HCCF), which extends LightGCN’s message-
passing approach on the user-item adjacency matrix. In addition, HCCF incorporates a layer of message-passing on a
learnable hypergraph adjacency matrix, which is decomposed into the product of two lower-dimensional matrices. The
model also includes a step called Hierarchical Hypergraph Mapping, which applies message-passing on the learned

hypergraph adjacency matrix. The model is trained using contrastive learning.

Datasets. HCCF is evaluated on three datasets: Yelp2018, Amazon-Book and MovieLens 10M. Both Yelp2018 and
MovieLens 10M are preprocessed with a 10-core selection, while Amazon-Book with a 20-core one. The data splitting is
a random holdout, 70% training, 10% validation and 20% test, but the paper does not specify if the sampling is done

globally or user-wise.

Consistency and Methodology. The GitHub repository?® provides two versions of the implementation (one in Tensor-
Flow 1, which is now obsolete, and one in PyTorch) and the data split for training, validation, and testing. The provided
material is partially consistent with what is described in the paper.

Both the PyTorch and TensorFlow versions include a setting,’” which is not described in the paper, that limits the
number of training samples per epoch to 10%. Given that the datasets contain between 1.5 - 10° and 10 interactions,
this setting has a significant impact on the training process, as the model requires a much higher number of epochs to
converge, thereby affecting the early-stopping process. There is also an inconsistency between the optimal hyperparam-
eters used in the source code and the search space reported in the paper. For example, the contrastive loss weight 14
has optimal values of 107° for MovieLens 10M and 10~ for Amazon-Book, despite the smallest value in the reported
search space being 107>, Finally, the criteria used to select the optimal number of epochs is not described.

Lastly, the PyTorch implementation of HCCF differs from the TensorFlow version, as well as from the version
described in the paper, in several ways: (i) when computing the contrastive loss, the PyTorch implementation uses the
embeddings obtained through the graph convolution but does not update them; (ii) only a single layer is used instead
of the multi-layer hypergraph convolution; and (iii) the learned hypergraph adjacency matrix is excluded from the
hypergraph convolution. According to the description provided in the GitHub repository, these modifications were
introduced to improve the model’s effectiveness on sparse data, which partially contradicts the original claims of the
paper. In our experiments, we updated the PyTorch implementation to ensure its consistency with the HCCF model
described in the paper. Note that we do not report the results for the simplified model because it is effectively a different

algorithm.

Reproducibility. In our experiments we could partially reproduce the results reported in the original paper. In particular,
we could reproduce the results on Yelp2018 and achieved a substantial improvement of about 70% on MovieLens 10M
(see Table 6). However, HCCF failed to converge on Amazon-Book, exhibiting effectiveness comparable to a random
recommender. This issue also occurred with the TensorFlow version of HCCF.?® The substantial improvement observed
on MovieLens 10M may be explained by the fact that the original training limited the number of samples drawn per
epoch, whereas in our experiments, we used all available samples. Since MovieLens 10M is the dataset with the highest
number of interactions, this difference is likely more pronounced.
https://github.com/akaxlh/HCCF
IThis setting is referred to as trnNum in the original source code.

ZWe observed that adjusting the regularization hyperparameters allowed the model to exhibit limited effectiveness, however performing a new
hyperparameter optimization for non reproducible models goes beyond the scope of this paper.
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Baselines. In all datasets, HCCF performs largely below the baselines, both when considering the results reported in
the paper and those from our experiments. On MovieLens 10M (see Table 6), the best-performing baseline achieves
results that are 16% better than the best results we obtained for HCCF. On Yelp2018, the best-performing baseline
MultVAE reaches an NDCG@40 of 0.1264, while HCCF of 0.0592, outperforming it by more than twice. On Amazon-Book,
where our run of the model failed to converge, the best-performing baseline achieves results that are 546% better than
the original result reported in the paper, with an NDCG@40 of 0.1803 compared to 0.0330 for HCCF.

Table 6. Results for HCCF on the MovieLens 10M dataset. The baselines are highlighted in bold if they outperform our results for
HCCF. Results for HCCF are highlighted in bold only if they outperform all baselines. Values are underlined if they are better than
the results for HCCF that were reported in the original paper.

Cutoff 20 Cutoff 40

Recall NDCG | Recall NDCG
TopPop 01363 01903 | 02114  0.2022
UserKNN CF 0.3503  0.4448 | 0.4700 0.4595
ItemKNN CF 02816  0.3645 | 03884  0.3790
RP*8 02886  0.3761 | 03960  0.3895
GF-CF 0.3342  0.4210 | 0.4484 0.4354
SLIM 0.3387  0.4422 | 04578 0.4563
NegHOSLIM (EN) 0.3430  0.4430 | 0.4630  0.4582
MF-BPR 02849 03569 | 03989  0.3759
iALS 0.3368  0.4232 | 0.4593  0.4426
MultVAE 0.3563  0.4291 | 0.4840  0.4547
HCCF paper | 02048 02467 | 03081  0.2717 |
HCCEF our early-stopping 0.2904  0.3754 | 0.4086  0.3945

HCCF provided number of epochs | 0.2714  0.3605 | 0.3911  0.3798

3.7 HAKG: Hierarchy-Aware Knowledge Gated Network for Recommendation

Du et al. [18] proposes Hierarchy-Aware Knowledge Gated Network (HAKG), which integrates both collaborative
interactions and knowledge-based graphs. The paper aims to leverage the hierarchical structure of knowledge graphs

and the “higher order” relations in collaborative data through the use of hyperbolic embeddings.

Datasets. HAKG is evaluated on three datasets: Alibaba-iFashion, Yelp2018 and Last-FM. All datasets are preprocessed
with a 10-core selection. For Last-FM the split is the same used by KGAT [71] (user-wise random holdout, 72% training,
8% validation and 20% test). For the other two datasets the split is 80% training, 10% validation and 10% test, but the

paper does not specify if the sampling is done globally or user-wise.

Consistency and Methodology. The GitHub repository?’ contains both the implementation and the training-test data
split. The provided material is not consistent with what is described in the paper.

First, in the Last-FM data splits, a substantial number of interactions (169782 which is 13.17% of the training data)
appear in both the training and test data. This erroneous split originates from a previous paper [71]. In our experiments,
we removed these interactions from the training set to avoid any overlap and prevent the possibility of information
leakage. Furthermore, the training-test split of the Yelp2018 dataset exhibits an item popularity distribution that is not
consistent with a user-wise random holdout split, see Figure 2. Using the same procedure described in Section 3.1, we

computed three statistics. The Gini Index of the item popularity in the entire dataset is 0.58, for the original training

Phttps://github.com/zealscott/ HAKG
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data is 0.59, while for the test data is 0.63, indicating that the distribution is more unbalanced. Comparing the item
popularity between the training and test data, we observe that the Kendall’s 7 is 0.38 and the Pearson Correlation is
0.83. In a user-wise random holdout data split both values should be much higher.? Unfortunately, we are not able
to run HAKG on Yelp2018 due to its memory requirements exceeding the 24GB available on our RTX 3090 GPU and
its prohibitive computational time on CPU.3! As a minor note, while the paper states the splitting of the data is 80%
training, 10% validation and 10% test, the provided data split is actually 72% training, 8% validation and 20% test. Finally,
the provided source code performs early-stopping using the test data, which introduces information leakage. In our

experiments, we corrected this issue and performed early-stopping exclusively using the validation data.
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Fig. 2. Normalized popularity distributions of the original training and test data splits for Yelp2018 used by the HAKG paper.

Reproducibility. In our experiments we could not reproduce the results reported in the original paper on any of the
datasets. In particular, we obtained results that were 7% lower than those reported in the paper on the Alibaba-iFashion
dataset (see Table 7), possibly due to the early-stopping on the test data used in the original source code. On the other
hand, we achieved nearly twice as high results on the Last-FM dataset, 0.1644 compared to the reported 0.0931. This
unusual result on Last-FM may be attributed to the inconsistent data split used in the paper, which we corrected for
our experiments. Although it may seem counterintuitive that removing information leakage would lead to an increase
in effectiveness for all models, this effect arises because, for this task, items already interacted with by a user are not
recommended to them again. This prevented all models from recommending several items present in the user’s test
data that had already been observed by the user. We were not able to run HAKG on Yelp2018 due to memory limitations

and therefore we were unable to evaluate their reproducibility on this dataset.

Baselines. On both the Alibaba-iFashion and Last-FM datasets, HAKG performs worse than many simple baselines.
This is despite the significant improvements we observe on Last-FM, where we achieved an effectiveness that is nearly
double the results reported in the paper, our run of HAKG has an NDCG@20 of 0.1644 compared to 0.2014 for RP38 and
0.2078 for SLIM. On the Alibaba-iFashion dataset (see Table 7), while our run of HAKG falls below several baselines, the

3In a new user-wise random holdout split generated by us, we obtain a Kendall’s 7 of 0.59 and a Pearson Correlation of 0.96.

31The HAKG paper does not provide details on the hardware configuration. We attempted to run the experiment on a i9-9900K CPU with 16 cores and
64GB of RAM. However, on Yelp2018 the training time for each epoch is approximately 7 hours resulting in an estimated runtime of between 30 days (for
100 epochs) and 300 days (for 1000 epochs). For this reason it is not possible to run this experiment.
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original results reported in the paper would have been competitive against all baselines except MultVAE. However, the
use of test data as part of the early-stopping process in the provided source code raises concerns about the reliability of

this result.

Table 7. Results for HAKG on the Alibaba-iFashion dataset. The baselines are highlighted in bold if they outperform our results for
HAKG. Results for HAKG are highlighted in bold only if they outperform all baselines. Values are underlined if they are better than
the results for HAKG that were reported in the original paper.

Cutoff 20

Recall NDCG
TopPop 0.0312  0.0167
UserKNN CF 0.1090  0.0700
ItemKNN CF 0.1264  0.0818
RP’B 0.1247  0.0807
GF-CF 0.1182  0.0742
SLIM 0.1276  0.0832
NegHOSLIM (EN) 0.1259  0.0822
MF-BPR 0.0761  0.0460
iALS 0.1268  0.0807
MultVAE 0.1388  0.0898
HAKG paper | 0.1319 0.0848 |

HAKG original early-stopping | 0.1261  0.0787
HAKG our early-stopping 0.1263  0.0789

3.8 Graph Trend Filtering Networks for Recommendation

Fan et al. [19] introduce Graph Trend Filtering Networks for Recommendation (GTN), which proposes an adaptive method
for assessing the reliability of interactions. To achieve this, a smoothness constraint is applied to the embeddings,
penalizing interactions between users and items with very different embeddings. The paper further proposes to use the

Proximal Alternating Predictor-Corrector method and formulates an iterative solver that operates through three steps.

Datasets. GTN is evaluated on four datasets: Yelp2018, Amazon-Book and Gowalla (using the same training-test split
of LightGCN [28]) and Last-FM (using the same training-test split of KGAT [71]). All datasets are preprocessed with a

10-core selection and splitted with a user-wise random holdout, 72% training, 8% validation and 20% test.

Consistency and Methodology. The GitHub repository>? contains both the implementation and the training-test data
split. The provided material is not consistent with what is described in the paper.

First, none of the datasets have splits that follow the procedure described in the paper. The splits of the Amazon-Book,
Yelp2018 and Gowalla datasets are not correct random holdout splits, as we also reported for LightGCN in Section 3.1.
For consistency, we report results for both the original splits and the correct splits we generated for LightGCN using
the procedure described in the paper. Furthermore, the Last-FM dataset exhibits the same issue previously described in
Section 3.7 for HAKG, with significant overlap between test and training data. In our experiments we have removed
these overlapping interactions from the training set. Finally, the paper does not provide details on how the optimal
number of epochs is determined. Additionally, the model’s implementation does not employ early-stopping, rather it

evaluates the model on the test data every 5 epochs and prints the results.

32https://github.com/xiangwang1223/knowledge_graph_attention_network
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Reproducibility. In our experiments we could partially reproduce the results reported in the original paper. In particular,
we could reproduce the results on Yelp2018 and Gowalla, while on Amazon-Book we obtained results that are 10%
better than those reported in the paper (see Table 8). For the Last-FM dataset we obtained an NDCG@20 of 0.1776
achieving a 90% improvement over the 0.0857 reported in the paper. This large discrepancy is again due to the removal

of the overlap between the training and test data, as discussed in Section 3.1.

Baselines. On Yelp2018, GTN reaches an NDCG@20 of 0.0559, outperforming all baselines with the exception of
MultVAE (0.0590) and GF-CF (0.0568). On Last-FM, GTN is not competitive with the baselines with an NDCG@20 of
0.1776 compared to 0.1838 for ItemKNN, and on Amazon-Book it falls substantially behind (see Table 8), achieving nearly
half the NDCG of a simple ItemKNN. On Gowalla, GTN outperforms the baselines only on NDCG but is outperformed
by MultVAE on Recall. These results are consistent for the data splits we generate ourselves.

Table 8. Results for GTN on the Amazon-Book dataset. The baselines are highlighted in bold if they outperform our results for GTN.

Results for GTN are highlighted in bold only if they outperform all baselines. Values are underlined if they are better than the results
for GTN that were reported in the original paper.

Cutoff 20

Recall NDCG
TopPop 0.0051 0.0044
UserKNN CF 0.0616  0.0518
ItemKNN CF 0.0750  0.0624
RP38 0.0701  0.0585
GF-CF 0.0710  0.0585
SLIM 0.0757  0.0600
NegHOSLIM (EN) 0.0754  0.0609
MF-BPR 0.0254  0.0203
iALS 0.0451  0.0347
MultVAE 0.0553  0.0435
GTN paper | 0.0450  0.0346 |

GTN our early-stopping ‘ 0.0496  0.0384 ‘

3.9 Knowledge Graph Contrastive Learning for Recommendation

Yang et al. [78] present the Knowledge Graph Contrastive Learning framework (KGCL) framework, which aims to mitigate
the impact of noisy knowledge bases. This is achieved by incorporating a knowledge graph augmentation schema to
guide the contrastive learning process. KGCL employs a parameterized attention matrix on the concatenation of user
and item embeddings to estimate the relevance. Additionally, it utilizes a translation-aware loss function to handle

relations within the knowledge base.

Datasets. KGCL is evaluated on three datasets: Yelp2018 (using the same training-test split as in Light GCN and HAKG
[18] but a different knowledge base), Amazon-Book and MIND. Both Yelp2018 and Amazon-Book are preprocessed
with a 10-core selection, while MIND only contains users with at least 5 interactions within a specific six weeks time
frame. The data splitting is not described in the paper but based on the cited papers we assume is user-wise a random

holdout, 72% training, 8% validation and 20% test, with the exception of MIND which uses global sampling.

Consistency and Methodology. The GitHub repository>? contains both the implementation and the training-test data
split. The provided material is partially consistent with what is described in the paper.

3https://github.com/yuh-yang/KGCL-SIGIR22
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First, the splits of the Amazon-Book and Yelp2018 datasets are not the result of a correct random holdout splits, as
we also reported for LightGCN in Section 3.1. More importantly, the provided implementation performs early-stopping
using the test data, which introduces information leakage. In our experiments, we performed early-stopping using the

validation data.

Reproducibility. In our experiments we could partially reproduce the results reported in the original paper. In particular,
we could reproduce the results on Amazon-Book, while for MIND (see Table 9) and Yelp2018 we obtained lower results

within 6%.

Baselines. Many of our simple baselines exhibit better effectiveness than KGCL. The original results reported in
the paper would have been mostly competitive with the baselines on Yelp2018, with a reported NDCG@20 of 0.0493,
outperformed only by the 0.0521 of MultVAE. However, the use of test data as part of the early-stopping process in the

provided source code, combined with the anomalous data splits, raise concerns about the reliability of this result.

Table 9. Results for KGCL on the MIND dataset. The baselines are highlighted in bold if they outperform our results for KGCL.
Results for KGCL are highlighted in bold only if they outperform all baselines. Values are underlined if they are better than the
results for KGCL that were reported in the original paper.

Cutoff 20

Recall NDCG
TopPop 0.0894  0.0437
UserKNN CF 0.0972  0.0509
ItemKNN CF 0.1225  0.0647
RP38 0.1187  0.0621
GF-CF 0.1017  0.0524
SLIM 0.1287  0.0686
NegHOSLIM (EN) 0.1281  0.0681
MF-BPR 0.0888  0.0435
iALS 0.1130  0.0600
MultVAE 0.1321  0.0700
KGCL paper | 0.1073  0.0551 |

KGCL our early-stopping ‘ 0.1006  0.0531

3.10 Comparison Between the SIGIR 2022 Analyzed Methods

To provide a more complete picture of the effectiveness of the GNN models we analyze and to separate this assessment
from potential confounding factors related to hyperparameter optimization, which, as we have pointed out, is generally
extremely limited, we select two datasets and conduct an independent hyperparameter optimization. It is important to
note that this type of comparison comes with a significant computational cost, as all the examined methods require
iterative training. The experiments we report in this section required approximately six months of GPU time, making

this type of evaluation infeasible for many academic or independent researchers.

Datasets. We selected the Amazon-Book and Yelp2018 datasets provided in [71] because they are the only datasets
among those we analyzed that also include the required knowledge base for HAKG and KGCL.

Optimization. The hyperparameter optimization and early-stopping follow the same approach used for the baseline
methods, as described in Section 2.4. The metric optimized is NDCG@20. The additional material contains the list of

hyperparameters, their ranges and distributions.
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Table 10. Results for all the analyzed methods and baselines on the Amazon-Book dataset (Table 11) and the Yelp2018 dataset (Table
12). The baselines are highlighted in bold if they outperform our results for all the SIGIR 2022 methods we analyze. Results for the
SIGIR 2022 methods are highlighted in bold only if they outperform all baselines.

Table 11. Experimental results for the Amazon-Book dataset. ~ Table 12. Experimental results for the Yelp2018 dataset.
Cutoff 20 Cases Cutoff 20 Cases
Recall NDCG | Explored Recall NDCG | Explored
TopPop 0.0370  0.0168 - TopPop 0.0213  0.0132 -
UserKNN CF 0.2301 0.1371 50 UserKNN CF 0.0988 0.0668 50
ItemKNN CF 0.2436 0.1496 50 ItemKNN CF 0.1057 0.0718 50
RP%8 0.2474  0.1488 50 RP3B 0.1043  0.0693 50
GF-CF - - - GF-CF - - -
SLIM 0.2511 0.1563 50 SLIM 0.1007 0.0700 50
NegHOSLIM (EN) | 0.2472  0.1536 50 NegHOSLIM (EN) | 0.0994  0.0667 50
MF-BPR 0.1633 0.0911 50 MF-BPR 0.0556 0.0358 50
iALS 0.2378 0.1356 50 IALS 0.1120 0.0750 50
MultVAE 0.2485 0.1473 50 MultVAE 0.1188 0.0796 50
GDE 0.0004 0.0002 50 GDE 0.0834 0.0535 50
GTN 0.1852 0.0996 15 GTN 0.1000 0.0643 17
HAKG - - - HAKG - - -
RGCF - - - RGCF - - -
HCCF 0.1328 0.0651 50 HCCF 0.0610 0.0399 50
INMO 0.2511  0.1456 45 INMO 0.1219  0.0809 28
KGCL 0.2425 0.1403 13 KGCL 0.1125 0.0745 24
SimGCL 0.2441 0.1412 38 SimGCL 0.1222  0.0822 30
LightGCN 0.2442 0.1407 34 LightGCN 0.1172 0.0781 30

Results. The results of the experiments, along with the number of hyperparameter sets explored within the allotted
14 days, are reported in Table 10. Some results are missing when the method exceeded either the 64GB of RAM available
on our server or the 24GB available on our RTX 3090 GPUs. While we attempted to modify the hyperparameter search
space to reduce the memory requirements we could not successfully conduct the optimization for those methods. The
additional material reports the optimized values of the hyperparameters for all baselines and GNN algorithms.

The results for the Amazon-Book dataset, reported in Table 11, once again show that none of the GNN methods
outperform our selection of simple baselines. However, we observe that INMO matches SLIM in terms of Recall and
that, for some methods (INMO, KGCL, SimGCL, and LightGCN), the effectiveness gap is much smaller compared to the
previous results we obtained in our reproducibility analysis, see Section 3.1, 3.3, 3.5, and 3.9. On the other hand, both
HCCF and GTN prove ineffective. While HCCF completed the allotted 50 hyperparameter trials, GTN was limited to
only 15 due to its long training time which may partly explain its poor effectiveness. Again, as we previously observed
in Section 3.2, GDE exhibits numerical instabilities that prevented it from training properly. Note that slight differences
in preprocessing and data splitting make it impossible to directly compare the absolute values of effectiveness metrics
across many of the experiments we reported in the previous sections. For example, in the analysis of SImGCL (see
Section 3.3), its results with the original hyperparameters showed an NDCG@20 of 0.1047, whereas SLIM achieved
0.1816, a substantial difference. However, in this comparison experiment on Amzon-Book, the two methods are within
2%. A similar trend is observed for INMO, which previously had a result of 0.0934 compared to SLIM’s 0.1451, a 55%
difference, while in this experiment the results differ by 7%; KGCL, which reached 0.0794 compared to SLIM’s 0.1031, a
30% difference, while in this experiment results differ by 11%; and LightGCN, which originally reached 0.0862 compared
to SLIM’s 0.1838, a whopping 113% difference, while here the results differ by 11%. Given that the data split used here
does not appear to exhibit anomalies, we argue that a major reason for this large difference is the ineffectiveness
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of the original hyperparameter tuning. Since the weak baselines used for comparison did not present a sufficient
challenge, there was little incentive to properly fine-tune the methods. This further reinforces the observation that the
experimental practices adopted in the community are often ineffective and unreliable, and allow researchers to support
many contradicting conclusions depending on minor changes in the experimental protocol. As discussed by Shehzad
and Jannach [63], "Everyone’s a Winner", any method can appear competitive if the analysis is conducted carelessly, and
current peer review practices do not seem capable of detecting such cases.

The results for the Yelp2018 dataset, reported in Table 12, present a different picture, with two GNN-based methods,
INMO and SimGCL, outperforming all baselines. This is partially aligned with our previous analysis of Section 3.3,
where SimGCL was the best method on the original (erroneous) Yelp2018 data split and the second-best method after
MultVAE on the split we generated. Similarly, INMO, which was originally the second-best method after MultVAE, see
Section 3.5, shows improved effectiveness after our optimization. Once again, GDE and HCCF fall significantly behind,
with HCCF in particular achieving only half the Recall of the best-performing method, consistent with our original
experiments in Sections 3.2 and 3.6. Notably, GTN exhibits very weak effectiveness in this setting, despite ranking as
the third-best method after MultVAE and GF-CF in our previous reproducibility experiments in Section 3.8. This drop in
effectiveness can be attributed to our hyperparameter optimization being truncated after only 17 trials, as the method
exceeded the allotted 14 days.

Overall, the only conclusive statement we can make is that there is little consistency between the results of the
experiments conducting according to the original papers and those we conducted in this section. For the Amazon-Book
dataset, our optimized GNN models often performed much better than originally reported, though not enough to
outperform MultVAE or SLIM, highlighting the insufficiency of the original hyperparameter optimization. A similar,
though less pronounced, trend was observed on Yelp2018, where some progress over the baselines could be seen. It
seems, therefore, that unless transparent hyperparameter optimization is given greater attention, the results reported in
research papers may have little meaning. Overall, if the reported baselines are weak and poorly optimized then the
evaluation is conducted in a scenario where the recommendation problem itself is simply not challenging enough.
When that is the case, there is no need to push our methods and models forward and, despite the large number of

papers published each year, the field risks a long phase of stagnation.

4 DISCUSSION

In this section, we summarize our findings across the following dimensions: artifacts, methodological issues, repro-

ducibility, and baselines.

4.1 Artifacts

Availability. Our study reveals a substantial improvement in the accessibility of the original artifacts, source code,
and data splits compared to prior studies [15, 20, 67]. Nearly all of the ten papers analyzed in this study provide the
essential artifacts online, with only one paper providing incomplete and non-executable ones. For recommender systems
research, the availability of original artifacts has risen from less than 50%, as reported by Ferrari Dacrema et al. [20] for

papers published between 2015 and 2018, to 90% in our study.

Consistency of the data artifacts. However, when evaluating the consistency of the artifacts with the descriptions in the
papers, several issues were identified. Table 13 summarizes the datasets used in each paper we analyzed, the availability
of the original training-test data splits, and their consistency with the descriptions provided in the respective papers.
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Out of the nine papers that provided complete artifacts, five (LightGCN, SimGCL, HAKG, GTN and KGCL) shared
training-test splits that did not appear to be consistent with a correct random holdout splitting process as described in
the papers. These unusual splits were not motivated in the papers and could have introduced biases in the evaluation.
Non-uniform splits have the potential to alter the distribution or popularity bias of the test set, which may affect
the relative effectiveness of the algorithms evaluated. Furthermore, we found it concerning that three papers (GDE,
HAKG, and GTN) used at least one dataset where the training and test sets partially overlapped. This was particularly
evident for the Last-FM dataset, whose split was sourced from a prior study [71]. These issues lead to evaluations
conducted under anomalous conditions as well as potential information leakage between training and testing, both
of which could call into question the validity of the results presented in the papers. While reusing datasets and splits
from previous publications can facilitate the comparison of results across different studies, it is essential for authors to
carefully examine the quality of the splits before utilizing them. In some cases, the paper did not explicitly state that the
training-test splits were taken from previous studies, but we were able to discover this through an automated data
inspection. We emphasize the importance of explicitly stating when a training-test split is reused from prior work, as this
transparency aids in comparing results and identifying potential issues. A further step to streamline the use of datasets
and ensure reliance on commonly agreed and verified splits could involve adopting the concept of, or even directly
utilizing, ir_datasets®* [45], which provides a standardized interface and API for numerous datasets in Information
Retrieval. While relying on shared and commonly available data splits has advantages, it also has disadvantages. A
potential risk is that models may overfit to a specific dataset, since research contributions are generally evaluated based
on their ability to outperform prior work on a given test set. This can lead to implicit selection bias, where models
are optimized to exploit patterns specific to a dataset rather than on their ability to generalize. Furthermore, the more
research studies iterate on the same benchmark data split, the higher the risk of overfitting not only on the dataset
but also on the specific train-test split [16]. This phenomenon is known as leaderboard chasing and has been widely
discussed in the Information Retrieval community [8], which leverages several benchmarking datasets some of which,
i.e., MS MARCO, have been in use for a decade. Indeed, previous research by Lin et al. [39] observed how several of the
best results for the MS MARCO leaderboard are not statistically different. Addressing this issue requires a combination
of practices, including the use of multiple test sets, careful statistical validation, and, when feasible, blind evaluation
settings where test labels remain hidden from researchers until final submission [8].

As a further issue, papers often do not clearly specify which approach was used to perform a random holdout. In the
papers we analyzed, we found two commonly used approaches: a global one, where interactions are randomly sampled
from the entire dataset, and a user-wise one, where the sampling process is performed independently for each user.
Splitting the dataset using these two approaches, even when applying the same split percentages, can lead to different
distributions, especially if the data is very sparse. For example, consider a user with only two interactions. Depending
on the strategy adopted, these interactions may end up in different splits, possibly leaving the user with no iterations in
either the training or the test data. If many such cases occur, the data distribution between a global and a user-wise
split may differ substantially. Therefore, omitting this information in the paper is an obstacle to correctly reproducing

the experimental conditions.

Consistency of the source code artifacts. When considering the consistency of the source code artifacts, our findings
are much more positive, with all papers providing implementations of the proposed model that are consistent with

what is described in the papers. A summary of our assessment on the consistency of the artifacts is reported in Table

34https://ir-datasets.com/
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Table 13. Summary of the analysis on the data artifacts summarizing the preprocessing applied, as well as whether the original
training-test split was available and consistent with the description in the paper.

Data split protocol Training-test split
Paper Datasets K-Cores Sampling ptrali)n—validationftest Is available? ¢ Is cogsistent?
LightGCN  Amazon-Book, Gowalla, Yelp2018 10 user-wise 72% - 8% - 20% Yes No
GDE CiteULike-a, Gowalla, MovieLens 100k and 1M, Pinterest none global 19% - 1% - 80% Yes Yes“
SimGCL Amazon-Book, Douban Book, Yelp2018 10° user-wise 70% - 10% - 20% Yes Partially®
RGCF Amazon-Book, MovieLens 1M, Yelp2018 154 global 80% - 10% - 10% No -
INMO Amazon-Book, Gowalla, Yelp2018 10¢ user-wise 70% - 10% - 20% Yes Yes
HCCF Amazon-Book, MovieLens 10M, Yelp2018 10 or 20/ not described  70% - 10% - 20% Yes Yes
HAKG Alibaba-iFashion, Last-FM, Yelp2018 10 not described  80% - 10% - 10% 8 Yes Partiallyh
GTN Amazon-Book, Gowalla, Last-FM, Yelp2018 10 user-wise 72% - 8% - 20% Yes No¢ "
KGCL Amazon-Book, MIND, Yelp2018 10! user-wise’ 72% - 8% - 20% Yes Partially®

“Negligible number of interaction overlap between training and test data for CiteULike-a and Pinterest.
bWith the exception of Douban Book, where all interactions with a rating of at lest 4 are retained.
“The data split for Amazon-Book, Gowalla and Yelp2018 is not consistent and is the same used in LightGCN.
4With the exception of MovieLens 1M, where no k-core is applied.
“This is preceded by selecting only the interactions with a rating of at least 4. No information is provided on the preprocessing of Gowalla.
fBoth Yelp2018 and MovieLens 10M are preprocessed with a 10-core selection, while Amazon-Book with a 20-core one.
8With the exception of Last-FM which uses a user-wise sampling, 72% - 8% - 20%.
hThe data split for Last-FM comes from a previous paper [71] outside the scope of this study.
With the exception of MIND.
JWith the exception of MIND that uses global sampling.

15. However, when the training process is examined, it is not uncommon to find discrepancies. For instance, some
papers state that the number of epochs is selected using early-stopping, yet their implementation does not include it.
Furthermore, only one paper (INMO) provides an implementation of the hyperparameter optimization used for the
proposed model. The remaining nine papers partially list the optimal hyperparameters in the paper and partially in the
source code, creating fragmentation. Lastly, HCCF employs hyperparameters outside the search space reported in the
paper and limits the number of samples drawn per epoch in a manner that is not documented in the paper. While these
inconsistencies might be regarded as minor, they create additional obstacles for the research community in conducting

reliable reproducibility studies, even when artifacts are made available.

Documentation. Among the potential obstacles to conducting a reproducibility study, a lack of documentation for
the provided artifacts can be a significant challenge. When source code is shared without adequate documentation, it
can be extremely difficult to determine how to use it and resolve any issues that arise especially if it contains a complex
experimental pipeline involving multiple stages and scripts. In this regard, our findings are largely positive, for nine
out of ten candidate papers the artifacts were sufficiently well-organized and documented to allow us to conduct the
experiments. The only exception was the artifacts provided by Liu et al. [42], which did not meet this threshold. The
source code lacked instructions on the required steps and contained several hard-coded paths for preprocessed data,

which were also undocumented, making it impossible for us to proceed.

ACM SIGIR Badges. Overall, we can be conclude that only two out of the ten reviewed papers (GDE and RGCF) meet
the requirements for the less demanding of the ACM SIGIR Badges, specifically the Artifact Evaluated - Functional badge.

In all other cases, the provided artifacts were inconsistent in various ways with the contents of the respective papers.

4.2 Methodological Issues

When examining the experimental protocols adopted in the papers, several methodological issues emerge.
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Evaluation Procedure. The design of the evaluation procedure involves several decisions, such as selecting datasets and
preprocessing methods, determining which effectiveness measures to report, and the cutoffs. Previous studies observed
that it was very rare to find two papers employing identical evaluation procedures, even when addressing the same
task [20]. In our analysis, we note a slight improvement in this regard, as 8 out of 9 papers report results on commonly
used datasets like Amazon-Book or Yelp2018, as shown in Table 13. Conducting part of the experimental analysis on
one or two commonly used datasets can greatly improve the transparency of results and facilitates comparisons across
papers. Unfortunately, nearly all the papers apply different preprocessing strategies, making direct comparisons of
their results almost impossible. For example, while eight out of nine papers utilize the Yelp2018 dataset, it is used
with six slightly different preprocessing and splitting techniques, most of which are unique, with the exception of a
user-wise holdout with quotas for training, validation and test sets of 72% - 8% - 20% and 70% - 10% - 20% that occur
twice. Similarly, although seven papers use Amazon-Book, the dataset is preprocessed and split in five slightly different
ways with the most common being a user-wise holdout split with quotas 72% - 8% - 20% that occurs for three papers.
The use of inconsistent and unmotivated data preprocessing raises questions about whether a specific preprocessing
was chosen based on the goals of the paper and assumptions related to the scenario and task of interest, or whether
it was treated as a hyperparameter to be explored in search of a good result, potentially influenced by confirmation
bias. Indeed, even a seemingly inconspicuous preprocessing step can significantly affect how the results should be
interpreted. Consider for example the second most frequently used dataset, Amazon-Book. In its original form it
contains 2.3M items, 8M users and 22.5M interactions corresponding to a density of 107, however these numbers
change drastically if we apply different commonly used preprocessing strategies: 5-core (367k items, 603k users, 8.8M
interactions, density of 4 - 10_5), 10-core (128k items, 158k users, 4.7M interactions, density of 2.3 - 10_4), or 20-core (38k
items, 35k users, 1.9M interactions, density of 1.4 - 10~%). When applying 10-core preprocessing, the most commonly
adopted one (see Table 13), the density of the dataset increases by a factor of 50 and the statistics change so drastically
that, for all practical purposes, these become entirely different datasets. In such cases, the name of the dataset creates a
misleading perception of “familiarity” in the evaluation, which may not be accurate at all. Indeed, hidden within this
seemingly minor preprocessing detail could be significant limitations of the proposed model, such as performing well
only on very dense data, requiring a substantial amount of memory, or exhibiting very limited scalability. As a final
observation, which will be further expanded in the following Sections, despite Amazon-Book being the second most
used dataset, it is the one where the original and reproduced results of the analyzed message-passing methods perform
worse compared to the simple baselines often by a very large margin, while the difference is less pronounced in our
independent optimization, see Section 3.10. It is surprising that this could happen for such a frequently used dataset

without anyone seeming to take notice.

Model Optimization. A second very common methodological issue is a lack of transparency regarding how the
hyperparameters of the proposed method, as well as its number of training epochs, are selected. As shown in Table
14, even though the methods have numerous hyperparameters, up to 18 for KGCL, only a small subset is reported
as being tuned. The remaining hyperparameters are typically set to fixed values, often without explanation or with
only a generic reference to ensuring a fair comparison, without clarifying why such settings should be considered fair.
This lack of transparency makes it generally impossible to determine whether the hyperparameter tuning process was
conducted reliably. This becomes problematic when the proposed model’s results are compared with those of baselines
and when it obscures potential limitations of the model, such as requiring particularly careful fine-tuning to achieve
competitive results. Indeed, it is known that improper optimization can drastically alter the outcomes of an experiment,
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Table 14. Summary of the analysis on the optimization of the model hyperparameters, in particular on how many of the method
hyperparameters were stated to be tuned, whether the number of training epochs was selected with early-stopping and whether the
provided implementation uses test data during training.

N. of Hyperparameters ~ Paper mentions

Paper tuned early-stopping?  Implementation uses test data during training?
LightGCN 10f9 No No, but computes results during early-stopping

GDE 30f11 Yes No, but computes results during early-stopping

SimGCL 2 of 10 No No

RGCF Not stated Yes No

INMO 20f12 Yes No

HCCF 40f14 No No, but computes results during early-stopping

HAKG 30f8 Yes Yes, to select optimal epochs during early-stopping
GTN 1of 12 No No, but computes results during early-stopping

KGCL 3 0f 18 Yes Yes, to select optimal epochs during early-stopping

often being the difference between supporting a conclusion or its opposite [63]. Our independent optimization confirms
this observation, yielding results that are substantially different from those obtained with the original hyperparameters
and showing a much smaller relative difference compared to the best baselines (see Section 3.10). While the inclusion of
ablation studies, which are often reported for a limited number of hyperparameters (2-3), helps and is positive, that
alone is not sufficient to ensure transparency.

A particular hyperparameter is the number of epochs for which the model should be trained. This is the only
hyperparameter for which it is sometimes possible to identify the selection criteria within the source code artifacts
and therefore assess the consistency with what is described in the paper. Several issues emerge in this regard as well.
Only two of the analyzed papers (RGCF and INMO) provided implementations with correct early-stopping based on
validation data. In two other cases (HAKG and KGCL), the implementations performed early-stopping based on test
data, which introduces information leakage and results in an overestimation of the model’s effectiveness. For five of the
papers we analyzed, there is little to no information on how the number of training epochs was determined, either in
the paper or in the source code. Some of these papers include a plot showing how the model converges during training,
but with limited details, such as whether the convergence is measured on validation or test data. Only one paper (GDE)
specifies the number of training epochs for each dataset, but it provides no information on how these numbers were
determined. However, all papers compute and plot the loss function on the test set during training, despite there being

no reason to do so, and at the risk of researchers using this information to fine-tune the training process.

Sampled Metrics. On a positive note, we observe that not a single paper has applied sampled metrics in their evaluation.
Typically the evaluation is performed by ranking all available items in the dataset, while sampled metrics only rank a
small number of them (often 1000 or 100) aiming to reduce the computational cost of the evaluation. The use of sampled
metrics had become commonplace a few years ago but was later found by Krichene and Rendle [35] to produce results
that are inconsistent with the traditional evaluation. They concluded: "It has shown that most metrics are inconsistent
under sampling and can lead to false discoveries. ... For this reason, sampling should be avoided as much as possible during
evaluation". Since then, some efforts have been made to address this issue, but the broader community has largely
reacted by abandoning the use of sampled metrics. This constitutes a good example of the community self-healing,
by reacting to an issue in the way experiments were conducted and moving away from methods that were shown to
produce unreliable results.
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4.3 Reproducibility

We could partially reproduce the results for only five of the papers we analyze, namely GDE, SimGCL, RGCF, INMO,
and KGCL. For two algorithms (RGCF and HAKG), we were not able to run experiments on all datasets due to high
computational resource requirements. Table 15 summarizes the percentage of individual effectiveness metrics that
we could reproduce. As shown, there is wide variation, ranging from 0% to 66% depending on the method. While a
reproducibility rate of 50% is relatively low, it aligns with the outcomes of previous studies in physics and engineering [6].

One particular issue we would like to raise is that the computational requirements of new methods have been steadily
growing for several years. Consider how, in 2009, the Netflix Prize provided a dataset containing 100 million interactions.
Yet now, despite continuous technological advancements that have substantially increased the computational capabilities
of modern hardware, a large portion of research is conducted on datasets that contain less than 5% of that number. For
example, in the data splits used in this study, most datasets (Amazon-Book, Pinterest, Gowalla, MIND, etc.) contain
between 1 and 3 million interactions, while some (CiteULike and Douban Book) have fewer than a million. Furthermore,
almost all of these datasets include far fewer than 100,000 items and users. While this is not a methodological issue per-se,
despite the fact it could be argued that as the data becomes smaller the recommendation problem also becomes simpler
(e.g., many niche users will disappear), it points to the fact that new methods are so computationally expensive that
they are impractical to run on the hardware resources that are available to academics. When this is the case, they will
also be too computationally demanding for real-world use on datasets of the scale of the Netflix Prize. This issue limits
the ability to conduct reproducibility analyses when hardware constraints make running the experiments impossible or
impractical, as we found for RGCF and HAKG. One possible approach to mitigate this issue, when authors are aware
that their proposed method has significant computational requirements, is to provide smaller datasets that enable
researchers with limited hardware to replicate key findings, preferably from publicly available benchmarks. However, it
is important to recognize that even smaller datasets will be even less representative of real-world scenarios, furthermore
they may not be optimal for training the model effectively, as they could contain dynamics that are too simple. This
recommendation also applies to industrial research, where publicly releasing datasets may not be feasible. In such cases,
it is advisable to provide results for at least one publicly available dataset. However, it is important to note that this
dataset may not contain all the information the model should leverage and, as such, can only serve as an imperfect proxy
for evaluating the model’s effectiveness. A complementary strategy is to share pre-trained models, allowing researchers
to validate results without requiring full-scale retraining. While this approach can reduce computational burdens, it
comes at the cost of limiting the assessment of the reproducibility of the training and optimization process. Additionally,
it introduces the risk of data leakage, as pre-trained models may encode information from datasets that should not be
publicly accessible. Lastly, providing full experimental pipelines is advisable and should be encouraged, but it is essential
to ensure they are accompanied by adequate documentation and instructions so that other researchers can attempt
reproducibility analysis even years after the paper has been published. Overall, while ensuring full reproducibility for
independent researchers may not always be feasible due to the high computational requirements of particular models
structures or domains, ensuring the ability of other researchers to conduct at least a partial reproducibility analysis
under reasonable constraints remains a valuable goal.

The issue of large computational cost also relates to the expectation that such a reproduction should be conducted
during the review process. Given the number of papers a reviewer must evaluate, it is unreasonable to assume they will
attempt to run the provided source code to assess their reproducibility or even check whether it is executable at all. At

best, reviewers can assess the clarity and completeness of the provided artifacts and experimental setup, but verifying
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Table 15. Summary of the analysis on the consistency, reproducibility of the results, and the comparison against our set of baselines.
In particular, we report a judgment on artifact consistency that combines both the data and the source code, how many of the
individual results could be reproduced, how many outperform all baselines and how many baselines are on a given dataset always
better than the analyzed method.

Artifact N. of results | N. of results better N. of better baselines

Paper consistency  reproduced than all baselines  on each dataset (min - max)
LightGCN Partial 4/6 (66%) 0/10 (0%) 1to 10

GDE Full 4/10 (40%) 8/10 (80%) 0to1
SimGCL Partial 3/6 (50%) 0/10 (0%) 1to 11

RGCF Full 1/4 (25%) 0/4 (0%) 6

INMO Full 4/9 (44%) 0/9 (0%) 1to8

HCCF Full 2/12 (17%) 0/12 (0%) 9to 13
HAKG Partial 0/4 (0%) 0/4 (0%) 5to 13

GTN Partial 4/8 (50%) 1/12 (8%) 0 to 10

KGCL Partial 2/6 (33%) 0/6 (0%) 6to 12

the results independently remains a broader challenge for the research community. In this respect, it is worth citing the
work of Lin and Zhang [40] titled "Reproducibility is a Process, Not an Achievement: The Replicability of IR Reproducibility
Experiments", as reproducibility should indeed become a frequent and integral part of a larger discussion any healthy
scientific community should have, critically reassessing its achievements and continuously reevaluating its practices.
To this end, new approaches are needed. For example, the adoption of Registered Reports,>> where the methodology
is reviewed prior to conducting the experiments allowing the researcher to invest their efforts on the experiments
only after the methodology has been approved. This approach could ensure greater methodological transparency and
improved rigor by reducing confirmation bias pressure on researchers. Furthermore, shifting the primary review focus
from the results to the motivation and methodology would encourage research that is more grounded in hypotheses,

which are often overlooked today.

4.4 Baselines

The competitiveness of the message passing methods we analyzed compared to simple baselines appears to be relatively
weak. Table 15 presents, for each paper, the percentage of individual metrics in which the best result we obtained for the
proposed model outperformed all our baselines. Additionally, it reports the number of baselines that were always better
than the model across all metrics on a given dataset. We can observe that GDE is the only model able to outperform our
set of baselines in several measurements (80%), corresponding to all results reported in four out of five datasets. It should
be noted however that GDE uses a particular data split where the quota of the data used for training (20%) is much
smaller than the testing one (80%), which may put it in a somewhat different scenario compared to the other methods.
We also report the minimum and maximum number of baselines that consistently outperform the proposed model
across all measurements on a dataset. This number provides a more complete perspective on the relative effectiveness of
the model. For example, when GDE is not competitive against the baselines, there is only one baseline that outperforms
it, indicating that its effectiveness is good. Similarly, for GTN the number of consistently better baselines has a minimum
of 0 because, in one dataset, GTN outperforms all baselines on one measurement but not on others, meaning no single
baseline is consistently better than GTN across all metrics. In some cases (SimGCL, INMO, LightGCN) we observe
datasets where only one baseline outperforms the proposed model. This baseline is typically MultVAE, which emerges

as the single strongest baseline in our study. In these cases, while the message passing methods are not the best overall,

Fhttps://www.cos.io/initiatives/registered-reports
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they still exhibit relatively strong results. However, for the same methods, there are other datasets where between 8
and 11 baselines outperform them, indicating that their effectiveness is inconsistent and can fall severely behind.
Particularly striking are the results for the Amazon-Book dataset, where most of the analyzed algorithms perform
considerably worse than simple baselines. The most notable example is LightGCN, which achieves only half the
effectiveness of the baselines. This is especially surprising considering that Amazon-Book is the second most commonly
used dataset, after Yelp2018. It is to be expected, and indeed quite normal, that certain methods or even multiple
methods based on the same underlying architecture may not perform well on specific datasets. However, the current
common practice of overlooking stronger baselines creates a misleading impression that the effectiveness of state-of-
the-art methods is always improving. In many cases, as shown in our analysis, this is not true. For Amazon-Book, the
effectiveness of what are considered state-of-the-art methods has declined substantially. The results of our independent
hyperparameter optimization in Section 3.10 confirm this, showing how better optimization, or in some cases any
optimization at all, can significantly enhance the effectiveness of the methods. However, the state-of-the-art baselines
used in the analyzed papers for Amazon-Book were so weak that there was no incentive to perform even this basic form
of optimization. We also suggest that including at least one example of a negative result, along with an explanation
of how that dataset or task differs from others, should be encouraged as a valuable scientific practice. This approach
would offer valuable insights to the research community, highlighting where the proposed methods are most effective,
identifying areas where further development is necessary, and scenarios where the method may not be suitable at all.
Overall, the competitiveness of message passing algorithms against simple baselines appears limited, with only GDE in
its unique data split outperforming the baselines on most measurements, and only INMO and SimGCL outperforming the
baselines on Yelp2018 in our independent optimization. While some methods, such as GTN, achieve results close to the
best-performing baseline (MultVAE), their effectiveness varies greatly across datasets. This suggests that message passing
algorithms may be effective only in specific scenarios or that further work is needed to improve their generalizability. It
is worth noting, however, that all the analyzed methods apply message passing on relatively similar and simple graph
structures, typically the traditional bipartite graph derived from user-item interaction data, with only two methods
(HAKG and KGCL) extending this approach to more complex knowledge graphs. In this context it may be relevant
to draw an analogy from the experience reported by Steck et al. [65] at Netflix. In the paper, the authors explained
that, during Netflix’s early experiments with deep learning, it proved challenging to achieve results that outperformed
traditional baselines, a situation similar to that reported by Ferrari Dacrema et al. [20]. The breakthrough occurred
when the model was enriched with several new features, enabling it to leverage the strengths of deep learning. It is
possible that message passing methods are in a similar position when applied for traditional collaborative filtering
problems, where the strengths of graph-based approaches may not be utilized effectively, resulting in these methods
being less competitive than much simpler baselines. Identifying scenarios where these methods can consistently and
robustly demonstrate their advantages, and determining whether further adaptations are necessary to align them with
the specific graph topologies and semantics of recommendation problems, remains an open question that only further
research and industrial experience can answer. However, as we have discussed, many experimental practices that are

currently commonplace and accepted at high-level venues hinder the community’s ability to achieve this goal.

4.5 Impact on Follow-up Research

In this section, we conduct a qualitative analysis of how the SIGIR 2022 papers we analyzed influenced subsequent SIGIR

2023 papers that used them as baselines, and whether some of the issues we identified in 2022 persisted in 2023. As
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Table 16. Overview of the papers published in SIGIR 2023 that meet our selection criteria described in Section 2, reporting which of
the SIGIR 2022 we analyzed they use as baseline, as well as a summary of the preprocessing applied.

Data split protocol

Paper Baselines Datasets K-Cores Sampling train-validation-test
KRDN [82] SimGCL, KGCL Alibaba-iFashion, Last-FM, Yelp2018 not described  not described not described
MixGCN [70] KGCL MovieLens 1M, Last-FM, Book Crossing 1 global 60% - 20% - 20%
AdaMCL [81] LightGCN, SimGCL, HCCF  Yelp, Amazon-Book, Gowalla, Alibaba-iFashion 150 not described 80% - 10% - 10%
TriSIM4Rec [41]  LightGCN Amazon-Video, Amazon-Game, MovieLens 1M and 100k 1 global, time-based 80% - 10% - 10%
BSPM [14] LightGCN, GTN Gowalla, Yelp2018, Amazon-Book not described  not described not described®
CoRML [73] SimGCL Pinterest, Gowalla, Yelp2018, MovieLens 20M 14 not described 60% - 20% - 20%
VGCL [79] LightGCN, SimGCL Douban-Book, Dianping, MovieLens 25M 1¢ not described 80% - 0% - 20%
DCCF [55] LightGCN, HCCF Gowalla, Amazon-Book, Tmall not described  not described not described
DGMAE [56] LightGCN Youshu, NetEase, Alibaba-iFashion 1 not described 70% - 10% - 20%
CGCL [27] LightGCN Gowalla, Yelp2018, Amazon-Book 15/ not described 80% - 10% - 10%
GFormer [36] LightGCN, HCCF Yelp, Alibaba-iFashion, Last-FM 1 not described 70% - 5% - 25%

“The data includes additional fake interactions.
bThe preprocessing is described in another cited paper.
“The paper states that the data and train/test split is the same as previous studies, but does not explicitly state which ones.
For MovieLens 20M only users with at least 5 interactions are retained.
¢Only users with at least 10 interactions are retained.
fThe preprocessing is described in another cited paper.

opposed to the previous analysis, which focused on evaluating the consistency of artifacts and attempting to reproduce
results, this section takes a more qualitative approach, relying on the descriptions provided in each paper.

As described in Section 2, we identified eleven papers from SIGIR 2023, listed in Table 16 alongside the SIGIR 2022
papers they used as baselines. In this section, we will first analyze them along the same dimensions we used for the
SIGIR 2022 papers, namely the artifacts availability, evaluation procedure and methodological issues. Finally, we will

discuss how the methods from SIGIR 2022 have been used as baseline and attempt to compare their results.

Artifacts Availability. While the proportion of papers that provide publicly available artifacts is higher than observed
in other studies and well above 50%, it fluctuates over the years. For SIGIR 2022 the proportion was 100%, whereas
for SIGIR 2023 it dropped to 63%, with seven out of eleven papers providing artifacts [14, 27, 36, 55, 73, 81, 82]. We
should also note that if the consistency of the artifacts with the descriptions in the papers were evaluated, the number
of consistent artifacts would likely decrease, highlighting the need for continued efforts in this area. On a positive
note, all seven papers providing artifacts included the data splits or used implementations written with RecBole, an
open-source Python library. While relying on open-access libraries introduces potential issues related to the correctness
and consistency of the implementations, as is the case with any third-party method implementation, see for example
Hidasi and Czapp [30], relying on a limited number of well-maintained libraries can help mitigate this problem. Over
time, as issues are identified and corrected, such libraries can contribute significantly to improving the overall quality

and reproducibility of research.

Evaluation Procedure. Similarly to what was observed in 2022, the evaluation protocols in the SIGIR 2023 papers
vary significantly, see Table 16. Overall, 18 different datasets are used, with Yelp and Gowalla being the most common
ones, appearing in 6 and 5 out of eleven papers, respectively. Evaluating methods on common datasets and relying on
consistent preprocessing and splitting steps would facilitate easier comparisons of the results reported across different
papers. However, we again observe that even when papers use the same dataset, the preprocessing and splitting steps
often differ. For example, the most frequently used dataset is Yelp2018, which is however preprocessed in three different
ways. A further persistent issue is that detailed information on the data processing may be missing. For instance, three
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out of eleven papers [14, 55, 82] do not report the percentage of interactions used for the training-test split, and three
out of eleven do not provide details on how the data is preprocessed. There is also a particular instance, in paper
[14], where it is stated that to maintain fairness with “previous studies” the same datasets and training test splits are
used. Unfortunately, the paper does not reference which previous studies are being referred to, so the reader is left to

speculate.

Model Optimization. When analyzing how the model optimization is conducted, we again see strong similarities with
what was observed in SIGIR 2022. In most of the SIGIR 2023 papers we analyzed, some form of hyperparameter tuning on
a validation set is present. However, many hyperparameters are often fixed a-priori without any particular justification,
and most optimizations rely on notoriously inefficient grid searches that explore only a limited number of cases.
Typically, key hyperparameters like the learning rate, embedding size, and batch size, critical components of iterative
methods, are fixed seemingly arbitrarily or even omitted from the descriptions altogether [27, 36, 55, 56, 70, 73, 79, 81, 82].
These hyperparameters should be carefully tuned, as different configurations can yield to substantially different results
for different methods.

Another persistent issue is the lack of transparency in how methods with iterative training determine the number of
epochs. Among the papers we analyzed, aside from one article [14] that proposes a method not requiring any training
and two articles [27, 81] that properly describe the use of early-stopping, one paper [41] provides incomplete description,
while the remaining papers offer no information at all [36, 55, 56, 70, 73, 79, 82].

Regarding the optimization of baselines reported in the papers, it is apparent that insufficient attention is given to
clarifying how hyperparameters are selected. Two papers [14, 70] adopt the common yet bad practice of using the baseline
hyperparameters values reported in the original papers proposing them, even when, as we very frequently observed, the
experimental procedure differs significantly, including the use of different datasets. While tuning hyperparameters based
on the methodology in the original paper proposing the method can generally be considered good practice, as done in
[82], the frequent occurrences where this tuning was poorly done, ignoring even very important hyperparameters,
highlight the need for caution given the importance of this step [63]. Indeed, this tuning should be approached critically
to avoid repeating any methodological errors. All other papers simply state that each hyperparameter is tuned properly
without providing meaningful details, apart from occasional mentions of the search space for the number of GCN layers

in [36, 55]. In one case [14], no information is provided regarding the optimization of baseline hyperparameters.

Papers from SIGIR 2022 used as baselines. Our goal for this section is to assess to what extent irreproducible or weak
methods from SIGIR 2022 have been used as baselines in SIGIR 2023. Table 16 lists, for each of the eleven SIGIR 2023
papers we identified, the SIGIR 2022 papers they used as baselines. It is clear that LightGCN is the most influential model,
included as baseline in eight out of eleven papers. The second most frequently used baseline is SimGCL, included in four
papers, followed by HCCF, which is used in three. In all of these cases, the methods are presented as representing the
state-of-the-art, which, as we have observed in this study is not true with very limited exceptions. In our independent
optimization, see Section 3.10, HCCF and LightGCN were consistently below the baseline models and SimGCL exhibited
competitive results only on Yelp2018. Unfortunately, it is challenging to compare and cross-check the results for the
baselines with those reported in the papers that proposed them. For example, one might be interested to assess the
consistency in the effectiveness of LightGCN, SimGCL, and HCCF, the three most-used baselines. In their original
papers, LightGCN and SimGCL employ splits of 72%-8%-20% on Gowalla, Amazon-Book, and Yelp2018. HCCF, on the
other hand, is evaluated on Yelp, Amazon-Book, and MovieLens 10M with a 70%-10%-20% split. When comparing this

with the evaluation procedure used in the SIGIR 2023 papers we find that none adopts a data split consistent with
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those used in the original baseline papers. Furthermore, one paper [70] uses a 5-fold cross-validation instead of a single
hold-out training-test set, while two papers He et al. [27], Yang et al. [79] repeat the experiments 5 times on the same
test set. Although these are good practices which allow to measure the variance of the results, they further complicate
direct comparisons between papers especially when the variance is not reported. On one hand it is somewhat beneficial
that the erroneous preprocessing and splitting steps used by LightGCN and SimGCL do not appear to be adopted in the
SIGIR 2023 papers, except possibly [14].3® However, this comes at the significant cost of losing any hope of comparing
results across methods and introduces the continuous risk of new mistakes emerging and propagating before they are
identified. Indeed, the outcome of this part of the analysis is that it is not possible to compare the results of the SIGIR
2022 papers we analyzed with those reported as baselines in the SIGIR 2023 papers, which we find worrying.

A further step we can take is to examine the results more qualitatively to assess whether the method produces
similar results under similar data splitting and preprocessing. However, we find this to be highly challenging. Based on
the descriptions provided in the papers, we can identify only a handful of cases where such a comparison is possible.
While additional comparable protocols may exist, the lack of sufficiently detailed descriptions in the papers means
that discovering them would require manually analyzing the provided data. This type of investigative work is an
unreasonable expectation for a researcher simply interested in understanding or building upon a paper. The first
case is Wei et al. [73], which applies a similar data split to SimGCL [80], holding out 20% of the data for testing but
using different partitions for training and validation. The only dataset the two papers have in common is Yelp2018,
and the only shared baseline is SimGCL itself. We observe a notable discrepancy in the results for SImnGCL, with its
NDCG@20 equal to 0.0601 in the original paper but 0.0795 in [73]. Due to the limited details provided on hyperparameter
optimization and the use of fixed values for some hyperparameters, we are unable to precisely determine whether
this difference stems from variations in the data splits or differences in the optimization process. A more successful
comparison can be made with Yang et al. [79], which reports the results of SimGCL and LightGCN on the Douban-Book
dataset. Their NDCG@20 values are nearly identical up to the second decimal place. For example, SimGCL achieves
0.1583 in the original paper and 0.1540 in [79], while LightGCN reaches 0.1272 in [80] and 0.1278 in [79]. The results for
another baseline, MultVAE, are similarly close, with 0.1103 in SimGCL and 0.1155 in [79]. However, all of these values
remain significantly lower than the 0.1694 we obtained for MultVAE in our experiments, which would also slightly
outperform the 0.1638 reported for the newly proposed algorithm. The last paper with a similar data split is Li et al. [36],
but once again, we observe effectiveness measurements with substantially different absolute values. For example, the
original NDCG@20 for HCCF on the Yelp2018 dataset was 0.0510, while [36] reports a lower value of 0.0391. A similar
discrepancy is found for LightGCN, where the original result on the (erroneous) Yelp2018 split was 0.0530, whereas in
[36], it is 0.0373.

Overall, the outcome of this analysis is that while the SIGIR 2022 papers we examined have been used as baselines to
a limited extent, with the exception of the popular Light GCN which however was published at SIGIR 2020, comparing
their results with subsequent work from SIGIR 2023 is not feasible. This is due to several factors: (1) the rarity of papers
that use the same experimental protocol or data splits in a transparent manner; (2) even when the experimental protocol
appears similar, relying on comparable data splits and preprocessing, the reported results may differ significantly, with
insufficient details in the papers to pinpoint the cause; and (3) relative comparisons between baselines are also difficult,

as each paper tends to report a unique selection of methods with little overlap.

361t should be noted that this cannot be confirmed without directly verifying the content of the data splits.
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Despite being a research field that heavily relies on experimental findings, the growing body of research on repro-
ducibility shows that these published findings often do not reflect the true effectiveness of a method and therefore
provide little guidance for navigating the vast body of available literature. One of the great successes of the scientific
method has been moving beyond an authoritative conception of science, where arguments were deemed valid based
on the prestige of the scholar presenting them. However, in a landscape where reliable points of reference are scarce,
results are inconsistent and weak models are frequently published, even at top-tier venues, there is a growing risk that
readers will be driven to mainly rely on the reputation of researchers or labs as a proxy to assess the correctness of the

paper. This is the opposite of what the scientific process is meant to achieve.

5 CONCLUSION

This study examines the reproducibility of results reported in nine graph-based Recommender Systems papers published
at SIGIR 2022. The focus is in particular on the consistency of the provided source code and data artifacts with the
descriptions in the papers, the correctness of the experimental methodologies, the reproducibility of the published
results, and the competitiveness of the proposed methods against robust baselines. Furthermore, this study explores how
these papers may have impacted subsequent work published at SIGIR 2023. Overall, the analysis required considerable
experimental efforts, involving the fitting of approximately 25.000 models with a total computation time of 4 years.

The findings of this study highlight significant issues related to artifact consistency and the propagation of poor
practices in subsequent publications. Specifically, many of the available training-test data artifacts were clearly the
result of an erroneous splitting procedure and were, at the very least, inconsistent with the descriptions provided in the
corresponding papers. These data splits, sometimes reused from previous papers, lead to anomalous and questionable
evaluation results. When the data split does not appear anomalous, it is typically a unique split created by the authors
by applying a specific combination of preprocessing and training-validation-test split percentages, often not clearly
described, making comparisons between papers impossible. Indeed, the phenomenon is so prevalent that it is not
possible to compare results even between the papers published at SIGIR 2022 and 2023, which we find worrying
considering how much of the research literature is based on empirical results. Our analysis also uncovered several bad
practices, ranging from arbitrarily setting the values of critical hyperparameters to selecting the number of epochs
based on the test data causing information leakage.

When assessing the reproducibility of results, we found it to be poor. Only three out of nine papers were reproducible
for at least 50% of their results, with one paper being entirely irreproducible. Lastly, in terms of competitiveness against
baselines, most of the analyzed methods demonstrated instances where they were reasonably competitive, alongside
cases where they were not. Surprisingly, on the frequently used Amazon-Book dataset most message-passing methods
are substantially below simple baselines despite claiming state-of-the-art results in the original papers. This phenomenon
has been observed multiple times in previous studies focusing on different methods and remains a persistent issue. It is
likely the result of several contributing factors that require further investigation.

Overall, to address these issues, it is imperative for future research to adopt more rigorous standards for artifact
documentation and experimental methodology. Ensuring that the provided source code, datasets, and experimental
procedures are thoroughly documented and consistent with their description in the paper is of utmost importance.
However, it is important to acknowledge that conducting such detailed analyses and reproductions is time-consuming
and requires meticulous effort. As such, expecting this level of scrutiny during the peer-review phase is unrealistic,
as it would place an unsustainable burden on reviewers. To mitigate this, new approaches are needed. For example,

the adoption of Registered Reports and open review tools could improve transparency. Additionally, encouraging the
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use of robust and simple baselines over more complex but often weaker ones in many scenarios would lead to more

accurate evaluations. Lastly, encouraging the publication and discussion of negative results would help provide a more

comprehensive understanding of the strengths and limitations of proposed approaches.

In conclusion, this study underscores the need for improved practices in the publication and evaluation of research in

Recommender Systems. It is by addressing these issues that the community can improve the reliability of the published

research findings and ensure more robust advancements in the field.
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