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(Deep) Neural Networks (DNNs)
• Machine whose parameters w’s are organized in a layered feed-forward 

network (DAG = Directed Acyclic Graph)

• Each node (or “neuron ”) makes a weighted sum of the outputs of the • Each node (or “neuron ”) makes a weighted sum of the outputs of the 
previous layer and applies a nonlinear activation function
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Modeling ReLU activations

• Recent work on DNNs almost invariably only use ReLU activations

• Easily modeled  in a MI(N)LP as 

– plus the bilinear condition                   
– or, alternatively, the indicator constraints
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The DNN is a 0 -1 MILP (for fixed w’s )
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Application: Adversarial problems
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Trick the DNN 
by changing 

few well-chosen pixels

Solvable to proven optimality 
(for small DNNs) in a matter of 

seconds/minutes 

Adversarial Problem

seconds/minutes 
by using a 

black-box MILP solver 
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For more information…
Slides available at     http://www.dei.unipd.it/~fisch/papers/slides/

Paper:
M. Fischetti, J. Jo, "Deep Neural Networks as 0-1 Mixed Integer Linear 
Programs: A Feasibility Study", 2017, arXiv preprint arXiv:1712.06174 
(accepted in CPAIOR 2018)
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