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Abstract

The paper discusses the possibility of characterizing
some important properties of convolutional codes
and its encoders and syndrome formers by means of
matrix fraction descriptions and state space mod-
els. A complete parametrization is then provided
for all minimal encoders and minimal syndrome for-
mers of a given code. Finally state feedback and
static precompensation (resp.output injection and
postcompensation) allow to synthesize all minimal
encoders (resp. minimal syndrome formers), when
a minimal one is available.

1 Introduction

Since the early seventies, the pioneering work of
Forney [3,4,5] made it clear that system theory pro-
vides a convenient setting for the analysis of con-
volutional codes. In fact, a convolutional code can
be viewed as the set of output sequences generated
by a linear discrete-time multivariable system over
a finite field, an encoder is nothing else than an in-
jective linear input-output map, associating code-
words to information sequences, and a syndrome
generator corresponds to a residual generator in a
failure detection device.

Typically control theory and convolutional cod-
ing theory concentrate on different aspects of lin-
ear systems. Control interest centers around input-
output relations, and the possibility of modifying
their structure by resorting to various compensa-
tion strategies; in coding theory, instead, mostly
important is the structure of the output sequence

set that constitutes the code. There are however
several tools, connected with matrix fraction de-
scriptions (MFD’s) and state space realizations of
encoders, decoders and syndrome formers, that ex-
hibit large relevance in both fields. Nowadays their
impact in coding analysis is at least as impressive
as in system theory: since the early work of Massey,
Sain, Costello [7,8] and Forney, state space rep-
resentations and polynomial matrices techniques
provide the basis for the most relevant convolu-
tional coding literature (see, for instance, [1,9]).
Moreover, from a conceptual point of view, the
behavioral approach recently provided a common
methodological framework for dynamical systems
and convolutional codes, treated as families of tra-
jectories subject to suitable constraints.

In this communication we give an account of
some topics of common interest in both areas, and
show how classical ideas and tools of system theory
can provide very neat solutions. The paper is orga-
nized as follows. In the first part we introduce con-
volutional codes and encoders, and discuss to what
extent MFD’s allow to characterize some proper-
ties of the encoders and the structure of the code.
Subsequently, the problem of describing the set of
all minimal encoders of a given code is considered,
and a bijective parametrization of its elements is
presented. Moreover, a concrete realization of all
minimal encoders is obtained, based on state feed-
back and static precompensation. Finally, dual-
ity methods allow a parametrization of all minimal
syndrome formers and their realization by applica-
tion of output injection and postcompensation.
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2 Convolutional codes and
their encoders

Let F be a finite field, and denote by

w : Z → Fp : t 7→ wt

any discrete time signal (“trajectory”) with val-
ues in Fp. Clearly, w can be represented either
as a bilateral sequence indexed in Z or as a bi-
lateral formal power series with vector coefficients,
ŵ(d) :=

∑
t wtd

t. We will use these two represen-
tations of a trajectory, interchangeably, depending
on the problem we are dealing with.
The concatenation w(1) ◦

θ
w(2) of two signals w(1)

and w(2) at time θ is defined as follows

(w(1)
◦
θ
w(2))t :=

{
w(1)

t if t < θ;
w(2)

t if t ≥ θ.

The definition of convolutional codes we refer to
is based on the notions of (external) controllabil-
ity and observability, borrowed from the behavioral
approach to systems theory. These notions provide
conceptual descriptions of very natural operations
we like to perform on the codewords (i.e., on the en-
coded sequences), and are somehow connected with
the “memory” of the system.

Definition 2.1 [10] Let B be a subset of (Fp)Z.

1. B is N -controllable (for some N ∈ N) if, given
any two trajectories w(1) and w(2) in B and an
arbitrary time instant θ, there exists a suitable
r ∈ B such that w(1) ◦

θ
r ◦

θ+N
w(2) ∈ B.

2. B is L-observable (for some L ∈ N) if, given
any two trajectories w(1) and w(2) in B such
that w(1)|[j,j+L) = w(2)|[j,j+L) for some j ∈ Z,

the concatenation w(1) ◦
j

w(2) is in B.

The “universe” of all trajectories (Fp)Z is endowed
with an F-linear structure. Moreover the multipli-
cation of a series ŵ(d) =

∑
wtd

t by d (resp d−1)
induces the one-step forward (resp backward) shift,

ŵ(d) =
∑

wt dt 7→ d ŵ(d) =
∑

wt−1 dt

ŵ(d) =
∑

wt dt 7→ d−1 ŵ(d) =
∑

wt+1 dt.

A trajectory w is left compact if there exists T ∈ Z
such that wt = 0, ∀t < T . Left compact trajecto-
ries are naturally represented by means of Laurent

power series ŵ(d) =
∑

wtd
t ∈ Fp((d)), and we

are allowed to multiply a left compact support tra-
jectory by an arbitrary scalar Laurent power series
s(d) =

∑
τ sτdτ . Hence the set of left compact tra-

jectories Fp((d)) is isomorphic to the p-dimensional
vector space F((d))p over the field F((d)).
When dealing with a family of left compact trajec-
tories which corresponds to an F((d))-subspace of
F((d))p, controllability and observability are equiv-
alent properties. Furthermore they are also equiv-
alent to the existence of a polynomial or rational
basis, as stated in the following Proposition.

Proposition 2.2 [2] Let B be an m-dimensional
F((d))-subspace of F((d))p, m < p. The following
are equivalent:

(i) B is N -controllable for some N ∈ N;

(ii) B is L-controllable for some L ∈ N;

(iii) B admits a polynomial basis
p̂1(d), . . . , p̂m(d) ∈ F[d]p;

(iv) B admits a rational basis ĝ1(d), . . . , ĝm(d) ∈
F(d)p.

This Proposition leads to our definition of convolu-
tional code.

Definition 2.3 [2] Let p > m > 0, p, m ∈ N.
A [p, m]-convolutional code is an m-dimensional
F((d))-subspace of F((d))p, N -controllable for
some N ∈ N (or, equivalently, L-observable for
some L ∈ N).

The above definition highlights some “internal”
properties of convolutional codes: the superposi-
tion of two codewords is again a codeword; back-
ward and forward shift operators transform code-
words into codewords; the “past” and the “future”
of different codewords can be pasted into a new
codeword, upon inserting a suitable block, whose
length does not exceed a fixed value; two code-
words that coincide in a certain time interval can
be “glued” in any time instant of this interval. Fur-
thermore, [p, m]-convolutional codes exactly corre-
spond to the output spaces of p-inputs, m-outputs
linear sequential circuits (linear finite dimensional
systems over a finite field), and their input-output
maps are represented by rational (in particular,
polynomial) transfer matrices with entries in F(d).
Any p×m rational (in particular, polynomial) ma-
trix G(d) = [ ĝ1(d) . . . ĝm(d) ] whose columns
provide an F((d))-basis for a [p, m]-convolutional
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code C is called an encoder of C, and C is the image
of G(d), in the sense that

C = {ŵ(d) : ŵ(d) = G(d)û(d), û(d) ∈ F((d))m}.

Consequently, the encoders of C are injective ratio-
nal transfer matrices, that associate to an arbitrary
information sequence in F((d))m a codeword in C.
It is clear that a convolutional code admits in-
finitely many encoders. By definition, two full
column rank rational matrices are equivalent en-
coders if the codes they generate are the same. If
G(d) ∈ F(d)p×m is any encoder of a [p, m] convo-
lutional code C, then

Ĝ(d) = G(d)T (d) (1)

parametrizes all the (rational) encoders of C, as
T (d) ranges over the linear group GL(m,F(d)) of
nonsingular rational m × m matrices. Therefore
two encoders are equivalent if and only if they differ
each other by a rational nonsingular right factor.

If we restrict our attention to polynomial encoders,
it is easy to prove that a code C admits right prime
and column reduced 1 encoders. These encoders
are called canonical. The column degrees φi, i =
1, 2, . . . ,m of a canonical encoder coincide, up to
a permutation, with those of any other encoder of
the same kind. They are called Forney indices of
C, and deg C :=

∑
i φi is, by definition, the degree

of the code.
In the analysis of rational encoders, it is quite use-
ful to consider their (right) matrix fraction descrip-
tions

G(d) = N(d)D(d)−1, (2)

where N(d) ∈ F[d]p×m and D(d) ∈ F[d]m×m.
The numerator matrix N(d) is again an encoder
of C (just put T (d) = D(d) in (1)). Moreover,
if N(d)D(d)−1 is an irreducible rMFD, G(d) is a
causal encoder if and only if D(0) is nonsingular. A
causal encoder induces a “nonanticipatory” input-
output map, so that the samples of the information
sequence that occur after time t do not affect the
sample at t of the corresponding codeword .

1Recall that a full column rank p×m polynomial matrix
P (d) with column degrees k1, k2, . . . , km is column reduced
if the external degree extdeg (P ) :=

∑m

i=1
ki coincides with

the internal degree intdeg (P ), i.e. with the maximum de-
gree of its m-th order minors.

In the class of causal encoders of a [p,m]-
convolutional code C, the encoders that have real-
izations of minimal dimension (and, therefore, can
be realized by linear sequential circuits with min-
imum number of delay elements) are called mini-
mal. All minimal encoders of C can be represented
as MFD’s whose numerator matrix is a fixed canon-
ical encoder, as stated in the next Proposition.

Proposition 2.4 [2] Let Gc(d) be a canonical en-
coder of C. All minimal encoders of C can be rep-
resented as

G(d) = Gc(d)D(d)−1,

upon varying the denominator D(d) in the set of
all m×m polynomial invertible matrices such that
D(0) is nonsingular and the column degrees of
D(d) are not greater than the corresponding ones
of Gc(d).

3 Decoupled encoders and
code decomposition

Let G(d) be an encoder of a [p,m]-convolutional
code C and p1, . . . , pk be nonzero integers such that∑k

i=1 pi = p. G(d) is (p1, . . . , pk)-decoupled if there

exist positive integers m1, . . . ,mk with
∑k

i=1 mi =
m such that, possibly up to a column permutation,

G(d) = diag{G1(d), . . . , Gk(d)},

with Gi(d) ∈ F(d)mi×pi , i = 1, . . . , k.

Upon partitioning û(d) ∈ F((d))m into
[û1(d) . . . ûk(d)], ûi(d) ∈ F((d))mi , we have

û(d)G(d) = [ŵ1(d) . . . ŵk(d)],

with ŵi(d) = ûi(d)Gi(d), i = 1, . . . , k, and there-
fore

C = C1 × . . .× Ck (3)

where Ci is the [pi,mi]-convolutional code gener-
ated by Gi(d). As consequence, the existence of a
decoupled encoder of C is equivalent to the possi-
bility of representing C as a direct sum of smaller
convolutional codes Ci.
The purpose of this section is to investigate the
structure of the decoupled encoders of C and, in
particular, of the minimal ones and to develop ap-
propriate algorithms to compute direct summands
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appearing in (3), starting from a set of generators
of C.

If S1, . . . , Sk are F((d))−subspaces of F((d))m,
they are called independent if for every k-tuple

(ŵ(1)(d), . . . , ŵ(k)(d)) ∈ S1 × . . .× Sk,

with ŵ(i)(d) 6= 0, i = 1, . . . , k,, the series
ŵ(1)(d), . . . , ŵ(k)(d) are linearly independent over
F((d)).

Definition 3.1 A set of nonzero generators of
F((d))m, G = {v̂1(d), v̂2(d), . . . , v̂p(d)} and a de-
composition of F((d))m in direct sum

F((d))m = V1 ⊕ V2 ⊕ . . .⊕ Vk, (4)

are compatible if every vector of G belongs to a
summand of (4) (and, obviously, to only one).

If a generator set G is compatible with (4), it is easy
to check that

(i) Gi := Vi ∩ G, i = 1, . . . , k, provide a partition
of G

G = G1 ∪̇ G2 ∪̇ . . . ∪̇ Gk

and Vi = span(Gi), i = 1, . . . , k.

(ii) if B := {v̂i1(d), . . . , v̂im
(d)} ⊂ G is a basis

of F((d))m, the vectors of Gi are spanned by
Bi := Gi ∩ B.

(iii) there exists a unique finest direct sum decom-
position

F((d))m = V̄1 ⊕ V̄2 ⊕ . . .⊕ V̄h (5)

compatible with G. Each summand of any
other compatible decomposition of F((d))m

can be expressed as a suitable sum of some
V̄is in (5).

In order to obtain a partition of G =
{v̂1(d), . . . , v̂p(d)} associated with the finest de-
composition (5), we introduce on G an equivalence
relation as follows.
Let B ∈ G be a basis of F((d))m, and denote by
Mν the smallest subset of B such that v̂ν(d) ∈
span(Mν). For any v̂i(d), v̂j(d) ∈ G, v̂i(d) ∼ v̂j(d)
if there exists a chainMi = Mν1 ,Mν2 , . . . ,Mνh

=
Mj such that Mνl

∩Mνl+1 6= ∅, l = 1, . . . , h − 1.
As a consequence, v̂i(d) ∼ v̂j(d) if and only if v̂i(d)
and v̂j(d) belong to the same subspace in the finest

compatible direct sum decomposition (5). It is easy
to see that this equivalence relation is independent
of the chosen basis. Therefore, to find the partition
of G associated with (5) it is sufficient to determine
the equivalence classes of ∼, which is done by the
following algorithm.

Step 1: Select an m × m nonsingular submatrix
B(d) of [v̂1(d) . . . v̂p(d)] and put

V (d) = B(d)−1[v̂1(d) . . . v̂p(d)].

Step 2: Construct the m × p boolean matrix A
defined by

Aij =
{

1 if Vij 6= 0
0 if Vij = 0 .

Step 3: Compute (AT A)p−1 and determine a per-

mutation matrix P ∈ Fp×p
such that

PT (AT A)p−1P = diag{N1, . . . , Nk},

where Ni =

 1
...
1

 [ 1 . . . 1 ] ∈ Fpi×pi , i =

1, . . . , k.

Step 4: Partitionate [v̂1(d) . . . v̂p(d)]P into

[L1(d)| . . . |Lh(d)], Li(d) ∈ F((d))m×pi , i = 1, . . . , h.

Then Gi, i = 1, . . . , h, is the subset of G whose
vectors are the columns of Li(d).

Proposition 3.2 Let G = {v̂1(d), . . . , v̂p(d)} be a
set of nonzero generators of F((d))m. The above al-
gorithm provides the partition of G associated with
the finest compatible decomposition of F((d))m.

Proof We prove first that

v̂i(d) ∼ v̂j(d) ⇐⇒ (AT A)p−1
ij = 1. (6)

Observe that

Aij = 1 ⇐⇒ v̂i(d) ∈Mj .

On the other hand, as (AT A)ij = 1 if and only if
there exists s ∈ {1, . . . , p} such that Asi = Asj = 1,
we have

(AT A)ij = 1 ⇐⇒ ∃ v̂s(d) ∈ G : v̂s(d) ∈Mi ∩Mj

⇐⇒ Mi ∩Mj 6= ∅,
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and, more generally, for all n ∈ N, (AT A)n
ij = 1 if

and only if there exist ν2, . . . , νn such that

(AT A)iν2 = (AT A)ν2ν3 = . . . = (AT A)νnj = 1

which is equivalent to the existence of ν1 = i, ν2,
. . . , νn, νn+1 = j such that

Mνl
∩Mνl+1 6= ∅, l = 1, . . . , n.

Consequently,

v̂i(d) ∼ v̂j(d) ⇐⇒ (AT A)k
ij = 1, ∃k. (7)

Since (AT A)ii = 1, i = 1, . . . , p, we have also

(AT A)n
ij = 1 =⇒ (AT A)n+1

ij = 1, ∀n ∈ N, ∀i, j.
(8)

On the other hand, (AT A)n
ij = 1 implies that

(AT A)n−1
ij = 1, ∀ i, j ∈ {1, . . . , p}, ∀n ≥ p. (9)

In fact, if (AT A)n
ij = 1, there exist Mi =

Mν1 ,Mν2 , . . . ,Mνn+1 = Mj with Mνl
∩Mνl+1 6=

∅, l = 1, . . . , n. As |G| = p, there exist k1 < k2 such
that νk1 = νk2 , and Mi = Mν1 ,Mν2 , . . . ,Mνk1

=
Mνk2

, . . . ,Mνn+1 = Mj satisfies Mνl
∩Mνl+1 6=

∅, l = 1, . . . , k1 − 1, l = k2, . . . , n. This, together
with (8) imply (AT A)n−1

ij = 1.
(6) follows immediately from (7) and (9).

It is clear now that a permutation matrix P ∈ Fp×p

sorts the columns of [v̂1(d) . . . v̂p(d)] according to
the equivalence classes of ∼ if and only if

PT (AT A)p−1P = diag{N1, . . . , Nh},

where Ni =

 1
...
1

 [1 . . . 1] ∈ Fpi×pi , i = 1, . . . , h,

and the equivalence classes of ∼ are constituted by
the columns of Li(d) ∈ F(d)m×pi , i = 1, . . . , h, in

[L1(d) | . . . | Lh(d)] = [v̂1(d) . . . v̂p(d)]P.

The partition of the columns of an encoder of
C, associated with the finest decomposition (5) of
F((d))m, is a code property, in the sense that is the
same for every encoder of C. In fact, let G(d) and

G̃(d) be two encoders of C, P ∈ Fp×p
a permuta-

tion matrix, p1, . . . , pk positive integers such that∑k
i=1 pi = p, and consider the column partitions

G(d)P = [G1(d)| . . . |Gk(d)],

with Gi(d) ∈ F(d)m×pi , i = 1, . . . , k,

G̃(d)P = [G̃1(d)| . . . |G̃k(d)],

with G̃i(d) ∈ F(d)m×pi , i = 1, . . . , k.
Since

G̃(d) = T (d)G(d)

for some nonsingular matrix T (d) ∈ F(d)m×m, it
follows that rank Gi(d) = rank G̃i(d), i = 1, . . . , k,
and

F((d))m = span G1(d)⊕ . . .⊕ span Gk(d)

if and only if

F((d))m = span G̃1(d)⊕ . . .⊕ span G̃k(d).

Therefore, two equivalent encoders of C exhibit the
same column partitions, compatible with the finest
sum decomposition of F((d))m.

To find a parametrization of all minimal decou-
pled encoders of C, we start by constructing a
canonical decoupled one. Let Gc(d) be a canon-
ical encoder of C, and consider the partition
Gc(d)P = [G1(d)| . . . |Gk(d)], Gi(d) ∈ F[d]m×pi ,
with rank Gi(d) = mi, i = 1, . . . , k, compatible
with the finest sum decomposition of F((d))m. Se-
lect an mi×pi full rank submatrix of Gi(d), G̃i(d),
i = 1, . . . , k and factorize it into

G̃i(d) = Mi(d)Ḡi(d)

where Ḡi(d) ∈ F[d]mi×pi is left prime, and Mi(d) ∈
F[d]mi×mi is a left maximal divisor of G̃i(d).
If r̂(d) ∈ F[d]1×pi is any row of Gi(d), there exists
a rational row vector x̂(d) such that

r̂(d) = x̂(d)Ḡi(d)

and therefore r̂(d)Ḡi(d)−1 = x̂(d). As Ḡi(d)−1 is
polynomial and right prime, x̂(d) is polynomial too.
Consequently,

Gi(d) = Xi(d)Ḡi(d), Xi(d) ∈ F[d]m×mi .

and we have

Gc(d)P = [X1(d)| . . . |Xk(d)]diag{Ḡ1(d), . . . , Ḡk(d)}.

As Ḡi(d), i = 1, . . . , k, are left prime, so is
diag{Ḡ1(d), . . . , Ḡk(d)}, which implies, in partic-
ular, that [X1(d)| . . . |Xk(d)] is unimodular.
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For a suitable choice of Xi(d), the subma-
trices Ḡi(d), i = 1, . . . , k, and therefore
also diag{Ḡ1(d), . . . , Ḡk(d)}, are row re-
duced. Thus, diag{Ḡ1(d), . . . , Ḡk(d)} =
[X1(d)| . . . |Xk(d)]−1Gc(d)P is a canonical de-
coupled encoder of C, and any other minimal
decoupled encoder realizing the finest decomposi-
tion of C is given byD1(d)

. . .

Dk(d)


−1

[X1(d)| . . . |Xk(d)]−1Gc(d)P =

= [X1(d)D1(d)| . . . |Xk(d)Dk(d)]−1Gc(d)P,

where Di(d) ∈ F[d]mi×mi is an invertible polyno-
mial matrix, whose row degrees do not exceed the
corresponding row degrees in Ḡi(d) and Di(0) is
nonsingular.

4 Decoupled syndrome form-
ers

To every m-dimensional F((d))-subspace C of
F((d))p we associate the orthogonal subspace of
F((d))p, of dimension p−m, C⊥ .
If C is a convolutional code, it admits a poly-
nomial basis ĝ1(d), . . . , ĝm(d) ∈ F[d]p. Con-
sequently, we can determine a polynomial basis
ĝ1⊥(d), . . . , ĝ(p−m)⊥(d) ∈ F[d]p of C⊥ and, by
proposition 2.2, C⊥ is a convolutional code.
It is easy to see that C⊥ uniquely determines C.
Actually, if G⊥(d) ∈ F(d)p×(p−m) is any encoder of
C⊥ , then

G⊥(d)T ŵ(d) = 0 ⇔ ŵ(d) ∈ C

The rational matrix S(d) := G⊥(d)T ∈
F(d)(p−m)×p is called a syndrome former of C, and
T (d)S(d) provides all syndrome formers of C as
T (d) varies on the group of nonsingular (p−m)×
(p−m) rational matrices. Once a syndrome former
S(d) has been selected, for every ŵ(d) ∈ F((d))p

the syndrome of ŵ(d) is given by ŝ(d) := S(d)ŵ(d)
and ŵ(d) is in C if and only if its syndrome is zero.
As with encoders, there can be considered decou-
pled syndrome formers.
Definition 4.1 Let p1, . . . , pk be positive integers
such that

∑k
i=1 pi = p. S(d) ∈ F(d)p×(p−m) is

a (p1, . . . , pk)-decoupled syndrome former of C if
there exist positive integers m1, . . . ,mk satisfying∑k

i=1 mi = m, such that, up to a row permutation

S(d) =

S1(d)
. . .

Sk(d)

 , Si(d) ∈ F(d)pi×(pi−mi).

Decoupled syndrome formers permit to more ef-
ficiently verify if a series r̂(d) ∈ F((d))p belongs
to C. In fact, if S(d) is a (p1, . . . , pk)-decoupled
syndrome former as defined above, then r̂(d) =
[r̂1(d) · · · r̂k(d)], r̂i(d) ∈ F((d))pi , i = 1, . . . , k, is
in C if and only if r̂i(d)Si(d) = 0, i = 1, . . . , k.

The existence of (p1, . . . , pk)-decoupled syndrome
formers of C is connected with the existence of
(p1, . . . , pk)-decoupled encoders of C, as shown in
the next proposition.
Proposition 4.2 A [p, m]-convolutional code C ad-
mits a (p1, . . . , pk)-decoupled encoder if and only if
admits a (p1, . . . , pk)-decoupled syndrome former.
Proof Assume that C admits a (p1, . . . , pk)-
decoupled encoder and let

G(d) = diag{G1(d), . . . , Gk(d)}P−1, Gi(d) ∈ F(d)m×pi ,

with P a permutation matrix, be a canonical
(p1, . . . , pk)-decoupled encoder of C (see Proposi-
tion ...).
Consider a syndrome former Si(d) ∈
F(d)pi×(pi−mi) of the [pi,mi]-convolutional
code Ci generated by Gi(d), i = 1, . . . , k. 2 Then

S(d) = Pdiag{S1(d), . . . , Sk(d)}

is a (p1, . . . , pk)-decoupled syndrome former of C,
as

G(d)S(d) = diag{G1(d), . . . , Gk(d)}diag{S1(d), . . . , Sk(d)} = 0.

Conversely, suppose that

S(d) = P

S1(d)
. . .

Sk(d)

 , Si(d) ∈ F(d)pi×(pi−mi), i = 1, . . . , k,

2Observe that if pi = mi, i.e., if Gi(d) is a full rank
mi × mi matrix, its orthogonal subspace is the zero space,
and therefore Ci does not admit syndrome formers. So, the
decoupled syndrome former of C, will not have the block
matrix Si(d), but will have pi zero rows between the blocks
Si−1(d) and Si+1(d).
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is a syndrome former of C and G(d) is an encoder
of C. To see that C admits a (p1, . . . , pk)-decoupled
encoder it is enough to prove (see the algorithm on
section 3) that if we consider the partition

G(d)P = [G1(d)| . . . |Gk(d)]

with Gi(d) ∈ F(d)m×pi , i = 1, . . . , k, then
spanG1(d)⊕ . . .⊕ spanGk(d) = F((d))m.

Observe that 0 = G(d)S(d) =
[G1(d)| . . . |Gk(d)]diag{S1(d), ..., Sk(d)}, which
implies that Gi(d)Si(d) = 0, i = 1, . . . , k.

Let 0 6= ŵi(d) ∈ span Gi(d), i.e, ŵi(d) =
Gi(d)âi(d) for some âi(d) ∈ F((d))pi\{0}, and
αi(d) ∈ F((d)), i = 1, . . . , k. Since

α1(d)ŵ1(d) + . . . + αk(d)ŵk(d)
= α1(d)G1(d)â1(d) + . . . + αk(d)Gk(d)âk(d)

= [G1(d)| . . . |Gk(d)]

 α1(d)â1(d)
...

αk(d)âk(d)


we have that

α1(d)ŵ1(d) + . . . + αk(d)ŵk(d) = 0

⇐⇒ G(d)P

 α1(d)â1(d)
...

αk(d)âk(d)

 = 0,

which happens if and only if the rows ofP

 α1(d)â1(d)
...

αk(d)âk(d)




T

belong to C⊥ , i.e., if and

only

if there exists b̂i(d) ∈ F((d))pi−mi , i = 1, . . . , k,
such that

P

 α1(d)â1(d)
...

αk(d)âk(d)




T

= [b̂1(d) · · · b̂k(d)]S(d)T

⇔ P

 α1(d)â1(d)
...

αk(d)âk(d)

 = S(d)

 b̂1(d)
...

b̂k(d)



⇔

 α1(d)â1(d)
...

αk(d)âk(d)

 =

S1(d)
. . .

Sk(d)


 b̂1(d)

...
b̂k(d)

 ,

which is equivalent to αi(d)âi(d) =
Si(d)b̂i(d), i = 1, . . . k.

Then αi(d)ŵi(d) = αi(d)Gi(d)âi(d) =
Gi(d)Si(d)b̂i(d) = 0, i = 1, . . . , k, which
implies that αi(d) = 0, i = 1, . . . , k, as
ŵi(d) 6= 0, i = 1, . . . , k, and therefore
spanG1(d), . . . , spanGk(d) are independent.
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