Energy and Connectivity Performance of
Routing Groups in Multi-radio Multi-hop
Networks

Michele Rossi, Leonardo Badia, Paolo Giacon, Michele Zorzi

Abstract

This paper explores the logical device aggregation of teafsiin future generation networks, where
the availability of several different radio access techeiis integrated by means of common radio
resource management algorithms. In particular, we inyatdithe creation of routing groups among
adjacent nodes, which might be beneficial in order to impmmnectivity, decrease signaling overhead
and increase transmission efficiency. A simple analytiggdraach is proposed, which allows the
performance evaluation of device aggregation algorithivess.measure the performance of establishing
routing groups with special focus on two metrics of intertis connectivity of the nodes and the energy
consumption. Within this framework, many detailed insggate obtained and presented throughout the
paper. In particular, we focus on the effectiveness of tlagggegation techniques in improving network
connectivity and on the cost incurred in getting the extfarimation needed to build and maintain
group structures. In the final part of the paper, we provideuttion results which further validate
our discussion and highlight additional aspects that areet@onsidered in real scenarios. Our work
is a first step in the investigation of the effectiveness efi@twork aggregation of terminals equipped
with multiple radio technologies. The results derived ia ffaper are encouraging and motivate further

research on the topic.

keywords: routing groups, multiple radio technologies, radio tedbgg diversity, radio
access techniques, mobility exploitation, radio resomme@agement, connectivity performance,

analytical evaluation.

. INTRODUCTION

Coexistence and integration of multiple access technigdes to either coexisting multiple
radio technologies or different service providers) ovelel@geneous networks are a key issue
for current research in wireless networks. The tremendduarecements achieved in the last few
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years in the wireless technology field have made it possibiletégrate different radios in a single
portable device, thereby opening up new marketing oppiitsnas well as new technological
solutions. These themes are currently investigated unelaral international projects, among
which we cite here the European Ambient Networks project [1]

In general, integration of multiple radio interfaces in #@me device poses novel challenges,
for both network operators and protocol designers. It bexonmecessary, in fact, to provision
efficient mechanisms to let such complex networks coopesatk possibly promote device
aggregation and resource distribution in an efficient mgne® as to take advantage of the
multi-radio technology diversity [2]. For instance, a pbsproblem to solve is how to connect
every user to the “best” technology within range, at any tilnefact, the presence of multiple
technologies has the potential to allow for increased perémce as the system coverage, and
hence the terminal connectivity, may be extended with resfethe single technology case.
Furthermore, devices may decide, in an either coordinatedmpletely uncoordinated fashion,
to switch to less congested systems, thereby achievinglddakshcing with a subsequent benefit
in terms of user perceived performance and overall netwalization. However, these are just
examples of the many issues that are to be solved in such retwo

In this paper, we mainly focus on the connectivity issue, iehwe are interested in un-
derstanding whether it is worth to perform logical devicgragation, also called “grouping.”
This is, in general, a theme addressed in past studies aenl wéated as an appropriate graph
partitioning problem. Previous approaches are given ir[f3] where the clustering of network
devices was used to improve routing as well as Medium Accesgrd (MAC) [6].

However, all these contributions focused on a single teldgyoenvironment. The contribution
of the present paper is considerably different as we add a arevimportant dimension to
the device aggregation. In fact, we allow different teclogas to coexist at both access points
(APs) and devices. Moreover, we do not directly investigatategies for realizing the terminals’
aggregation, rather we seek an analytical evaluation ofirttgact of the routing group (RG)
formation on two important metrics such as connectivity anérgy consumption. As we will
see in the following, the grouping concept allows to essdibél trade-off between them, leading
to generally improved performance at the price of a slightease of the energy consumption.
However, we argue that for realistic parameter settings rtight be a good choice.

Our approach is quite general, since we are interested istaldited topology network where

aggregation of nodes is performed. Our study stems from ithetipal observation that mobile



users often tend to move together, i.e., according to theabedcgroup mobility behaviors [7],
[8]. Examples of group mobility might be found in our dail{elj e.g., in a group of people in the
same vehicle (car, shuttle, train, etc.) or pursuing a comtask within the same geographical
area (rescue squads, groups of tourists moving within a amasetc.). In these cases, it might
be beneficial for the users to perform logical device aggregaand to elect leaders who are
in charge of coordinating the transmissions within eactugrdsrouping, in some cases, may
increase efficiency as well as connectivity of the terminBty instance, the efficiency may be
increased as the transmissions within every group may bdléctocally by the group leader,
thereby allowing for more efficient forwarding strategi€sir goal here is to derive an analytical
model in order to capture the essential properties of thie t9f networks and to assess the
possible benefits of device aggregation.

The remainder of this paper is organized as follows. Firslbfin Section Il we discuss the
routing group concept as a means to harmonize mobile nesmghere different radio access
technologies are present. In Section Il we present the madiiat we propose to represent
physical/transmission aspects such as user position® nmateérface distributions, propagation
model and transmission powers. In Section IV, we charamstetihe RG size as a function
of various system parameters. Such a characterizationeigotimdation for all the following
analytical derivations. In Section V, we briefly describewhalgorithms for routing groups
operate and we subsequently find the average energy spentitdain RG structures. In
Section VI, we focus on the analysis of the energy requiredraosmit to all users in the
network with and without grouping. Based on our analytiaainfework, in Section VII we
present some results that highlight the benefit of groupgegsiin terms of improved connectivity
of the terminals. In Section VIII we report preliminary budcarate simulation results to further
confirm our discussion and highlight additional facts thauld arise in real scenarios, i.e., by
accounting for the highest level of detail (interferen@metvariant channels and so on). Finally,

in Section IX we report the conclusions of our work.

[I. HETEROGENEOUSNETWORKS AND ROUTING GROUPS

In this work, we address heterogeneous networks where ardréPs possess multiple radio
interfaces and operate within the same geographical amesudh an environment, it might be
beneficial to join all or part of the users in what we refer toehas routing groups (RGs). This
logical grouping is performed with the aim of taking advaygtaf the users’ physical proximity

and possibly of similar mobility patterns in order to impeothe efficiency in transmitting data
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and/or handling network related procedures such as theokandetween different APs. As
an example, multiple users moving together and handing avéhe same time between the
same pair of APs may be joined in a routing group so that asingssage (to the RG leader)
needs to be exchanged to successfully accomplish the hangoocedure, instead of using
one dedicated channel (a unicast message) for every usgeneral, this is true every time
the transmission involves information content that can leredd among users, that is, for all
applications where some sort of multicast messaging isramtly supported. In other cases,
we may join users according to their access technologies‘euodter” them to increase the
transmission efficiency. Think again, for instance, of aislehoccupied by several passengers,
which henceforth move with the same pattern. In such a caseuld be efficient to elect a RG
leader, which is typically chosen among the most capableédsye.g., the on-board multimedia
system, and transmit the information related to, e.g.,ectosrrist attractions, route information,
TV programs, to all users in the vehicle in a multicast fashla such a case, the RG leader will
retrieve the wanted information from the external netwdntotigh dedicated access points, and
then the information could be more efficiently distributedie RG members by exploiting their
physical proximity. This simple example illustrates thgpogunities and advantages offered by
a grouping of network entities when they exhibit a group rigbbehavior.

In this work, instead of deriving specific algorithms for déng and creating RGs, we focus
on the effectiveness of the grouping principle as a funatibthe node and RG leaders densities,
and of the number and type of radio interfaces owned by thesube particular, our aim is to
guantify such benefits and weigh them against the costsrigdtun creating and maintaining

RG structures.

[1l. SYSTEM MODEL

We consider a heterogeneous network where a number of aooigs (APs) and a number
of users coexist. Both APs and users support multiple ragibriologies which can be described
by the indiced, 2, ..., J. We assume the knowledge of three vecBis= { Ei*, EL*, ... E%},
E™ = {E* EI* ...,E}} andr = {r,r,...,r;} tracking the energies required to transmit
and receive a single bit and the transmission ranges foly @eehnology, respectively. In the
following, we assume that indices are sorted according éatfnsmission range of the related
interface, i.e,1 < h < j < J & r, < r; (if 1, = r; their order is irrelevant). These
assumptions mean that, for the sake of simplicity, we do matstigate Power Control issues,

even though we add some considerations in the following. We aimplify the MAC by
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considering that different transmissions (of differemtrtaals or on different interfaces) might
occur simultaneously without causing interference orisiolhs. This can be done, since we are
mainly interested in estimating the connectivity issue #raloverall energy consumption (and
not, for example, in the error probability of received tnamssions), so that even a simplified
radio model is able to give useful insight. It is obviouslyspible to replace these assumptions
with more complicated and detailed descriptions of the MAGt this would be beyond the
scope of the present paper. However, we argue that this catome by following the same
rationale we present in the following. Moreover, in whatldals we discuss possible ways
of connecting our scenario (with simplified assumptions tlu¢he analytical approach) with
realistic physical parameters and propagation aspects.

APs are assumed to possess all the available technologiearantherefore able to com-
municate with every device within range. Instead, not alle®offer all radio interfaces and,
in general, the set of available interfaces may differ betwdifferent nodes. In order to have
an easily tractable analytical model, we simply assume éliaty node owns thgth interface
of the network with probabilityp;. Observe that in our model thes do not sum to one as
they do not represent a probability mass function over thesipte interfaces. For a givep
p, is constant for all nodes and the probability of the presafcny interface at a given node
is independent of the presence of other interfaces. Thisitmé&ad to the possibility of nodes
without any interface, which describes the case of terminathout a compatible interface with
the core network (i.e., the set of the APs). Besides, thismmpion must be seen mainly as a
mathematical hypothesis made for analytical simplicitilickh can be removed at the price of
obtaining more cumbersome expressions.

For the topology, both users and APs are placed accordingattap Poisson processes of
densityp andp4p, respectively. That is, the number of nodes in a given arbawe a Poisson
probability density function (pdf), whereas conditionedtbe number of devices, node positions
are uniformly distributed within the area [9]. At the phyaitayer, every transceiver device has
a given receiver sensitivity; which depends on the considered radio interfaee{1,2,..., J}.
We assume that packets can be correctly decoded when tinegtpewer is above the respective
technology-dependent sensitivity threshold. The propagdossL(d) (in decibel) at a distance
d can be modeled as(d) = Ky + K;Ind + s, where K, and K are proper constants, and
s is a shadowing sample which is assumed to be normally disgibwith zero mean and

standard deviatiow,,.q. Thus, the received power (decibel) at the generic interfaof a



given node isP,, ;(d) = P, ; — L(d), whered is the distance between the source (S) and the
node itself andpP,, ; is the power used by S to transmit. We say that a packet tréeshwith
technology; is correctly received iff,, ;(d) > n;. Observe that, as the channel attenuation is
modeled accounting for a log-normal shadowing contribbytithe received power (and hence
the correctness of a packet transmission) as a function eofdistance is a random variable
depending on the shadowing pdf. Now, if we refer to a prolisthil thresholdp, € (0,1), we
can define thenaximum transmission range for a given technology € {1,2,...,J} as the
maximum distancé,,,,, ; for which Prold P, ;(d) > n;} = p.. Then, we can set; = d,,,.. ; by
observing that; is conditioned on the quality of service (QoS) level capdupg the probability

p.. Hence, by repeating the above reasonings for every teawoit is possible to derive the
maximum transmission range vectoas a function of the transmission power levels; and of

the radio sensitivitieg;, wherer is conditioned on the minimum QoS guarantegas explained
above. That is, given the QoS requirements, we can alwaysrotite corresponding vector of
maximum transmission distances. Given the network topokgl the radio interface models,
the densityp; of nodes with an interface of typgis p; = p;p. Note that,z;.]:1 p; may be
larger thanp.

In Fig. 1, we report an illustrative example of the considemetwork architecture. Both nodes
and APs are randomly and uniformly placed over the area. di&twevices are classified in
two different categories: regular devices (referred t®asicein the figure) and routing group
leaders (referred to aRG leadery Like the APs, RG leaders are also assumed to have all
technologies, whereas regular devices own any technojogy{1,2, ..., .J} with probability
p;. As reported in the figure, we account for two different comination paradigms: in the first
case (e.g. AP3) nodes communicate directly with the clo8&stwhereas in the second case
(e.g. AP2 in the figure) nodes communicate with their RG leadech acts as a relay node for
every device in its RG. The aim of the following analysis isctimpare these two possibilities

in terms of energy consumption as well as network connéygtivi

IV. CALCULATION OF THE AVERAGE ROUTING GROUP SIZE AND NUMBER OF MEMBERS

In this section we characterize the RG structure, by anadyitie RG geographical extension
and number of nodes. These results will be used in the faligwections for the calculation of
the average energy required to deliver data when RGs stascaire in place. For the sake of
simplicity, we consider that RG leaders are uniformly distred within the network and that the

value p; represents the probability that an arbitrarily picked naa leader [10]. RG leaders
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are elected first according to the probability and are assigned all available technologies. On
the other hand, all other nodes which are not RG leaders ateresl to own technology =
{1,2,...,J} with probability p;, as explained in the previous section. This approach desri
in an exact manner any leader selection strategy based dameelection and also approximates
reasonably well other strategies. In fact, if needed, itlmaneplaced by a more refined procedure
which also accounts, e.g., for the correlation of leadeitjpos when computing inter-leader
distances (so that, for example, neighborhood among Isasléess frequent), by replacing,

in the following Eqg. (3) with a probability depending on thamber of hops separating two
adjoining RG leaders.

We note that depending on the specific RG scheme at play, #rage’r RG size may vary, as
for standard clustering approaches [11], [12]. Hence, wecb@osey;, to reflect, in a very simple
manner, the average size of the formed RGs and hence to adootine specific RG formation
algorithm. For what concerns the node positioning, we stiisider all devices (standard nodes
and RG leaders) to be placed according to a Poisson distnibutlow, we focus on a given
node and we assume that the node was elected as a RG leadersirgng from this leader,
we seek for thelst, 2nd, ..., nth device surrounding it, where thiest node is the closest to
the leader, thé&nd is the second closest and so on. Moreover, we refdj i@, . .., d, as the
random values of the distances between the leader andithesdes. The joint pdf of the;’s

was first derived in [13] and is given by
V(i dy, ... dyln) = 2N)" e dydy - dy, 1)

where A = mp and0 < d; < dy < --- < d,. The absolute probability that theth nearest

neighbor is distantl from the RG leader is obtained by integrating Eq. (1) withpees tod;

from 0 to d,, with respect tal, from 0 to ds, ..., with respect tal,,_; from 0 to d,, = d and
is given by: i
N 2)\n6—)\d2 d~2n—1
Pld) = —— 2
D == (2)
Moreover, the probability that the closest leader is i@ nearest node is given by:
P{noden is the closest leadgr= (1 —p;)" 'py . (3)

The joint pdf that then-th closest node is the closest leader and its positiohigsthen given
by the product of Egs. (2) and (3) as follows:

2An6—kd2j2n—l(1 _ pL)n—lpL
(n—1)!

P{nth neighbor is the closest leadd} = 4)



The marginal pdfy(d) is therefore found as:
Y(d) = ZP{nth neighbor is the closest leadd} = ﬁz Y _ Bae~, (5)

_ |
n=1 n=1 <n 1)

wherea = (1 — p.)Ad? and 8 = [p;,/(1 — p.)]de>*, so thaty(d) can be re-written as:
Y(d) = 2\prde -t . (6)

Now, the average closest distance between two leaders caoniguted by:
1
2\/ppL 7

whereE([d] indicates the expectation @fand~ = Ap,. This result, obtained for uniform node

E[d] = 27/ 22 dy = (7
0

distribution, can be extended by following a similar apmlodao more complicated cases. In
fact, as shown in [14], analytical results are available dardify the error introduced by using
a Poisson approximation when the underlying process of dlde wlistribution is not stationary.
From Eq. (7), we can calculate the average ramgg) asE[d]/2. In other wordssr%, is the
average area served by a RG leader. Therefore:

1

4y/ppL .

According to the propagation model discussed in Sectigninlthe following we assume that

(8)

Trg =

the propagation medium is characterized by circular cgereas, so that the average area
(Arc) covered by a RG is determined ak;c = 77%. For the specific case under exam, we
claim that the restriction to the investigation of circubeas, apart from keeping the analysis
simple, still has the merit of giving direct insight witholiiniting too much the validity of
the approach. Real coverage areas are not exactly circlularto border effects. Moreover, if
one wanted to include more directly shadowing or Rayleighnig [15] for each of the radio
interfaces, the coverage area would be different and noeloaigcular.

For these cases, which are currently under study, it is plessd apply to some extent the
general results found on clustering evaluation, in pakictor what concerns the extension of
the coverage areas from circular or analogously simple eshép generalized regions. In this
view, it has been shown [16] that a Poisson approximatioowallto follow the same rationale
that we will develop in the next sections, with known resal®ut the introduced approximation.
For these reasons, we argue that our evaluations are gemenadgh, since we only focus here
on average values. In order to investigate the variatiorhefresults instead, further research

might be needed to deal with the case of generic coverage atgah introduces a further
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deviation. Also, we note that throughout the following a/s&é8 we will account for the area
covered by a RG by means of the above Eq. (8). We observe tisatdhsists of a first order
approximation that, however, will not affect the validity concepts discussed in the present

paper. Besides, in Section VIII we will confirm our analysisrheans of simulation results.

V. RG FORMATION ALGORITHMS AND RELATED ENERGY CONSUMPTION

RGs can be usually formed exploiting a distributed approdttat is, users cooperate and
exchange data in order to gain information about their mafsproximity and, at the same
time, to measure the worthiness of grouping with other ndtvemtities. In general, the creation
of group structures within a network can be achieved by th@geal exchange of so called
HELLO messages between nodes [17]-[19]. In our scenaiilmgshare complicated by physical
mobility, so that the connectivity of a node might be subjecsudden changes. However, it
is easy to understand that if movements are correlatechaicenbdes are likely to remain in
close proximity of the sending device and are therefore gmodlidates to be grouped with it.
We therefore assume that the aggregation algorithm is attl@mly to detect the reachability
of a neighboring node, but also to give an estimate of thebilyd of a connection, i.e., its
likelihood of being available in the future, so that we midbtus only on stable neighbors.
Albeit specific algorithms for the creation of these RG dinues are not in the scope of the
present paper, we simply observe here that this stabilitypesevaluated by appropriate exchange
of signaling information. For example, the nodes mightune in each HELLO the list of their
stable neighbors, which might be initialized as the list ofles that have been in close proximity
for a long enough period of time [8]. Additionally, this measment might be reinforced by
comparison of data coming from different neighbors, so thatinitial estimate provides an
accurate enough evaluation of a routing group which keegislgy in the near future [19]. We
refer the interested reader to [19] for practical algorghior the creation of RG structures in
a distributed fashion by accounting for physical layer andQVissues.

We further assume that a leader is elected within each RG déwice has the special role
of handling the data traffic so as to optimize the transmisaind the channel access of the RG
members. This can be seen, as in standard clustering algaritor ad hoc networks [11], [12],
as a way to partially centralize the transmission conttodréby enhancing the performance.
We assume that every interfagec {1,2,...,J} sends HELLO messages with an interface-
specific periodl; and we refer tab;, as the number of bits composing HELLO packets sent

by an interface of typg. Moreover, we consider that &ll;s are multiple of a reference time
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period AT such thatl; = §;AT, ¢ € Z*, j € {1,2,...,J}, AT € R*. If we define the least

common multiple (LCM) of all¢;s as¢, then we have that:

§
H; == (9)
J gj
is the number of HELLOs sent by theth interface in a time period equal ta\7. According
to the above model and assumptions, the energy spent toamathe RG structures over an

areaA in a time period off AT seconds can be well approximated as:
J n

Empc(AEAT) = Y > " Pn,A)Y {kpj(km)bjﬂj (B + E;xgj]} (10)
n=1

j=1 k=1

n

P(n, 7 min(r;, Fre)?) > _(k — 1) P;(kn) (11)

k=1

where P;(k|n) = (})p%(1 — p;)"~*. In the above Eq. (10), the teriH; gives the number of

WK

g =

||
N

n

HELLOs sent for an interface of typgin a time frame of¢ AT seconds, given that there are
exactly k nodes within the aread owning such an interfacéb; ;[ E'* 4 E7“c;] accounts for
the energy spent in sending those packets. Further, thigelam is averaged according to the
probability of havingk nodes out of: with interface of typej (P;(k|n)). In addition, we take
a double expectation over the interface st 1,2,...,.J) and the number of nodes in
A. Finally, ¢; is the mean number of devices receiving the HELLO messagebsea given
sending node and using interfagethis term is accounted for to reflect the energy spent in
receiving HELLO messages. In its calculation, we reasgnabsume that HELLO packets are
only decoded by the node neighbors whose distance is leasothaqual torzg, i.e., in the
worst case RG related information spans over two adjoini@gRThe energy spent per unit
of area and time to create and maintain RG structures isfrerderived as:

=k E(m)RG(Aa gAT)

This calculation holds for a uniform node and radio integfaistribution and for a generic RG

grouping algorithms where RGs are formed and maintainedlistebuted manner thanks to pe-
riodic exchanges of neighborhood information. Moreovey, @0) is related to the maintenance
phase, whereas the initial transient (discovery) phasé&hamould be reasonably characterized
by a higher energy consumption is neglected as it does natilcote to the steady-state energy
metric.

!Devices may decide, based on the RG membership informatatained into the HELLO packet header, whether they

should decode or ignore the packet (thereby saving enefglyg.mechanism could be implemented through special header
as done, e.g., in the Bluetooth system [20] to discriminaiekets belonging to different piconets.
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In the following sections, we consider the data transmisdip focusing on the scenarios
with and without RGs. Observe that, in the former case flovesrauted first from the closest
AP to the RG leader (AP~ RG leader) and then optimally and locally distributed to the
RG members (RG leader RG members). In the latter scenario (no RGs), instead, floas a
transmitted directly by the APs to every device in the nekw@&ee Fig. 1 for an example of
the above two cases, where the former is illustrated by AREreas the latter is represented
by the transmission originated from AP3.

VI. CONNECTIVITY AND ENERGY CONSUMPTION ANALYSIS

In this section we consider the delivery of traffic to a set séng surrounding a given AP.
We assume that each user requires a separate flow and all fawestihe same bit-raté;;.?
These two assumptions can be seen as the situation wheredal$ in the network are active
and the common bit-rate can be roughly interpreted as thegedransmission rate delivered
to the end users. The aim of the following analysis is to attaer&e the energy spent per unit
of area and time in transmitting these flows to all users inrtegvork. We further consider
that APs are placed according to a uniform distribution wigmsityp ,» and are equipped with
all the technologies present in the network. The averagartie between two APs is therefore
given bydap = 1/(2/par) (Eq. (7) withp,, = 1).

For the sake of simplicity, we assume that the area coverexvéyy AP can be approximated
by a circle. It is true that circular regions do not perfeattyver the plane. However, this still
gives qualitatively correct results as it respects the tatadproportionality betweerd ,» and
the actual average area spanned by an AP. Moreover, to haeeesatcurate evaluation of how
serving areas partition the plane, more information is eddtian the average distance between
APs, which is beyond the scope of the present paper. Acaglsdion average each AP is in
charge of delivering data to all users placed within a ciafleadiusr p = dap/2.

To help understand the following analysis, in Fig. 2 we réporscheme depicting two
neighboring APs and the radio technologies transmissioges (vector) in a scenario with
J = 4 different radio technologies. In normal situations, thegéa the coverage, the higher
the power expenditure. However, to have an approach asaeseipossible, we re-index the
coverage regions according to the power consumption redjtir cover them. This is possible by
defining an appropriate indexing (hence invertible) fumii(-) from {1,2,..., J} to itself, so

This assumption is made here to keep the analysis simplet bahibe easily removed at the price of a further expectation,
by following a similar approach.
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that the indiceq, 2, ..., J are sorted as in Section Il according to the coverage rangssreas
i(1),1(2),...,i(J) rank the interfaces according to the power expenditurg, kg < E* <
i(h) <i(j). It is important to note that in most cases the same orderdaep expenditure and
coverage holds.

The area covered by the AP can be sliced idtoegions A, A,, ..., A ;, where the area
A; = 0if rj_; > T4p, otherwise the region has the shape of a circular annulus ari¢a
mlmin(Fap,r;)? — r;-1)%], whererq is 0 by definition.

The density of nodes with technologyis still given by p; = pp;. The average number of

users that have to be reached in fitle region,rn;, is found according to:
n; = pA;. (13)

Note that if technology/ (the one with highest coverage) can not completely coveséneing
area assigned to the AP (thatris < 7 4p), part of the area assigned to the AP, indr? , — 2],

remains uncovered.

A. Case without RGs

The aim of this section is to compute the average energy nedjuo deliver the flows to all
users served by a given AP. We assume that the AP has a corkpmtdedge regarding the
users to be served and can therefore optimize its transmigsiergies as follows. First of all,
the AP serves all users id; having technology(1), hencen, iq) = pia)A: users are served
(on average), where we refer @, as the average number of users served in regidyy
technologyh. For what concerns technolod§2), the AP on average needs to sefg) =
n1{i(2) is optt = ppi2)(1 — pi1y)As users in regiorl, where in generai; , = 7;{h is opt} is
the average number of users in regipfor which interfaceh is the optimal choice, that is, it
is the least energy consuming interface among the ones @ds¢isand which can be reached
by the AP. In general, in regiod ;, the probability of having: users over. > k with interface
h but without all interfaceg which both cover4; (¢ > j) and are less energy consuming than
h (i(¢) < i(h)), is:

n

~ ‘k o~ 'n—k . > .
P{h is opt in regionj}(kln) = (k:) (Pnj)" (1 = Pny) if hh>j
0 if h<j,

(14)

where pr; = pilllss; i <iny (1 — po)l, @andpy, pe are the probabilities for a generic user of
having interface of typé and/, respectively.
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The average number of users{h is opt} in region j that can be optimally covered by
exploiting interfaceh is therefore found by averaging over the Poisson distioytaccounting

for the probabilitiesP{# is opt in regionj}(k|n) and finally multiplying by the area;. Hence:

— — iy pprjA; h=>j
n=mn,;{h IS opt} = 15
Mjn = n;{ pt} {O he<j (15)
The total energy expenditure per unit area and time is therdbund as:
J J — T rT
R > h=1 Zj:l anL(E; + Ej )Bu . (16)

TTap
Besides the energy expenditure, another interesting ipeaiace metric to look at is the average
number of uncovered users. These are users who can not bedeacen by the closest AP
with any of the radio interfaces they are equipped with. Theerage numbef, is obtained
by subtracting the valug;;, summed over all technologigsand regionsj, from the average
number of users which fall withim,» meters from the AP. This leads to:
J J
T =TTapp— 3 D T (17)

j=1 h=1

In this way, we also account for completely uncovered regi@gvhen present). The number of

uncovered users per unit area is finally givenmy (7% ).

B. Case with RGs

In this section we consider the scenario where the traffictbase delivered to all users
through dedicated channels, and RG structures are presém network. In this case, instead
of directly transmitting the data traffic to the end users @iy pn the presence of RG leaders.
As above, we consider a downlink transmission for each datg fWhere all flows are assumed
to have the same bit-ratg;; and one data flow has to be delivered to each user. The diagram f
this case is depicted in Fig. 3, where we report an exampleasicewith J = 4 radio interfaces.
According to the analysis in the previous section, we chiaree the AP coverage radius by
means ofr4p, Whereas the RG area covered by the RG leader is modeledgthigy, see
Eq. (8). In this case, the unicast flows are first transmittethé RG leader and then optimally
delivered from here to the nodes in the RG coverage area. Athpeaforementioned working
assumption, we assume that RG leaders have all technolagigspractice it is reasonable to
pick RG leaders among the more capable devices. As for theewdkout routing groups, we
subdivide the RG area intd regions (in Fig. 3,/ = 4) and we calculate the average number of

reachable users in a RG Aigc = Y_;_, >.7_, 71,4, Where the quantities; , are evaluated from
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the analysis illustrated in Section VI-A by substitutingr with 7r5, see Egs. (8) and (15).
Note thatnys is the average number of users served by a RG leader giverthikaleader
actually exists. More details on this are given later in ggstion (see Eq. (21)).

In the RG case the transmission takes place in two differéais@s, where the first one
consists of the transmission from the APs to the RG leag®Ps~~ RG leade) and the second
one of the transmission from the RG leaders to the RG men{BR&sleader~ RG members
Additionally, also the energy consumed to maintain the Rfacsiire has to be taken into
account. Thus, the overall energy expenditure per unit arehtime, caIIedE*RG, where the
asterisk indicates the normalization, can be subdividesltiree different contributions, i.e., the
energy required to transmit the flow from the AP to the RG IeadelledF(ka)RG, the further
contribution required to deliver the flow from the leader rImMOdesE’{b)RG, and finally the

energy to maintain the RG structuEkm) re- Formally:
Epe = F(a)RG + E(b)RG + E(m)RG : (18)

The contributionE’(km) rc has been already determined by Eq. (12). The secondﬁg*gmg can
be seen as a specialization of the algorithm presented itio8e¢l-A where the RG sizem(zg)
is used instead of the AP coverage aregq|.

For what concerns the first energy contributiEﬁka)RG, which involves the transmission
(AP ~ RG leadey, we reasonably assume that RG sizes are significantly smtabe the
AP coverage area, i.e., thet, < 74,. In such a case, it is reasonable to consider the position
of RG leaders as uniformly distributed in the area assigoeithé AP and evaluate the energy
consumed per unit time in transmitting to a RG IeaderE@RG = fipeBu E Ap-—ra, Where
nira 1S the average number of reachable users within a R@is the bandwidth for the unicast
traffic and £ 4p.. ¢ iS the average energy per unit area spent to transmit oneobit the AP
to the RG leader, which can be evaluated as:

Eapenc = / e 20 E(a) g, (19)
0 Tap
where themin(-) accounts for the fact that whery < 74p the AP serving arear(;p) can not
be completely covered by the access poin) @nd therefore the farthest RG leader reachable
by the AP is placednin(74p,7;) meters apart from the AR (x) is a mapping giving the

minimum energy that can be used to communicate with a nodegla meters apart, i.e.:

&(x) = min {(EI* + E}*) such thatr; > z} . (20)

1<j<J
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Finally, the average number of unconnected nodes mightlelifby repeating the approach of
section VI-A by replacing 4 with ¢, So that one obtains the number;, of nodes belonging
to the jth region of the RG which can be covered by the RG leader bygusiohnologyh.
Summing these values over all regions and all technologiesolatain the number of users
reachable by multi-hop through the RG leader, but cond#ibto the situation where the RG
leader is connected to the AP. However, it is also necessagctount for the cases where
the missing coverage is due to lack of connection betweerRthdeader and an AP, i.e., no
AP is present within-; meters from the RG leader. This occurs with probabift§0, 7r%) =
exp (—papmr?). Thus,m, is found as:

J J
Ty = ﬂréGp — (1 —exp ( pApm"J Z Zﬁj’h' (21)
j=1 h=1

VIl. RESULTS

In this section we report some results for two different reekwcases, whose data are
summarized in Table I. We consider two possible scenaridls different radio technologies.
The characteristics of each radio technology are shown InkeTh. For both scenarios and all
technologies, we also assume that the length of all HELLOsagss is30 bytes and their
periods are normalized tA7 equal tol s.

The indoor scenario might be regarded as a wireless Hot-$etre users are equipped with
different short-range technologies, whereas the outdoenaio might be seen as a network
with larger cells, where almost all users have an interfaitk lnigh range but also several users
own additional short-range interfaces in order to extencerage. The chosen values pfp
give an average inter-AP distance @fp» ~ 35.4 m for the indoor andispr = 125 m for the
outdoor case. The energy consumptions are normalized texpenditure in transmission of
interface 1. Their values are only to validate the analyd®wvever, note that they respect the
principle that the larger the transmission range, the higie consumption. This simplifies the
notation of our analytical approach as the indexing fumciittroduced in Section VI can be
replaced by an identity function.

In the following, we keepp fixed by investigating the impact on the performance of the
node densityp and of the probabilityp; of being RG leader. In Figs. 4 and 5, we report the
average number of unconnected users per unit area in bottarse® These results, as well
as the ones shown in the following, have been verified alsmutiir simulations, which exhibit

good agreement, even though at a preliminary level (seesgetion). These are the users that,
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on average and for the given system parameters, can not beerkdy any technology and
are therefore disconnected from the network. Note that) witr choices of the parameters, it
is always possible that some users do not own any interfacd, was discussed in Section
lll. More specifically, this occurs with probabilitﬂjzl(l — p;), which is close tol% for the
considered scenarios. The figures show the case without R@&she cases where RGs are
established for different choices of the parametgri.e., of the average size of the groups.
The trend of the case without RGs is always linear, since Iy @epends on the direct
connectivity of the nodes. The RG structures are clearljfiaient when the node density is
quite low: there is, in fact, an increase of the probabilifybeing uncovered due to the fact
that the RG leader is likely not to be covered by any AP. It rhigd in fact observed that this
holds as long agp; < pap, Which is a situation where the introduction of RGs is inacsq,
since it would force the transmission to wider range thandihect transmission from the APs.
When the node density increases, we observe a descent inuthieen of uncovered nodes,
which occurs in three phases. This is motivated by the faat tiree interfaces are available:
roughly speaking, each point of descent corresponds to dd#i@al reachability introduced
by a multi-hop routing through the RG leader, by means of aoraaterface which is not
covered by any AP. The observed behavior is henceforth dtieetgeparation of the coverage
radii of the technologies. Note, in fact, that the reductiorthe number of uncovered users is
less pronounced in the outdoor scenario, where the availadio interfaces provide a wider
coverage. In this case, technology diversity appears taebg liseful as terminals are almost
always reachable through the longest range technologyo@fe, this holds here as we do not
consider practical aspects such as congestion at the ARgeadd not investigate load balancing
issues. Moreover, the decrease of the curves in Figs. 4 ammtlwofor a lower value op as
pr increases. This is according to the intuition that, for wbahcerns the coverage aspect,
smaller RGs (highep;) perform better, even though we also note that there is apednce
floor, corresponding to the case where all users with at leastinterface are reached. The
aforementioned users without any interface can not of ehesreached in any way. Since the
parametemp; summarizes the associativity performance of the RG cneatigorithm, we infer
that by appropriately designing the logical aggregatiomodfles one can significantly extend
the coverage in the most appropriate manner. In general,bseree that RGs and hence the
localized presence of RG leaders (or coordinating/reldiies) are actually good for extending

the coverage by therefore substantially reducing to a mininthe probability that a device is
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disconnected.

In Figs. 6 and 7, we focus on the energy expenditure per uaé and time with and without
RGs. For the RG case, the single contributions to the totatggnspent, i.e.Eta)RG, Efb)Rg,
andF’(km)RG, are considered in Figs. 8 and 9. We observe that in the cemsidscenarios the
total energy expenditure is generally higher in the RG casegpt, of course, whemis too low
so that several nodes are not covered. The higher energuroptisn is due to the fact that the
RG leader acts as a relay by first receiving the data from the @l then re-transmitting to
the RG members. This is trivially inefficient from the enemyint of view and, for this reason,
leads to a higher energy expenditure. Nevertheless, neteofirall that in the outdoor case the
energy expenditure increase is not that relevant. This talme the local transmissions (RG
leader~~ nodes) is mostly carried out by means of the low range intedal and 3, whose
energy consumption is the smallest.

Indeed, with a different choice of parameters, which we dvelihowever not to be very
realistic, the RGs can alsdecreasethe power consumption (this occurs when the relaying
happens through the low-range interfaces, which shouldebg power demanding). Thus, in
certain cases, especially where low-range interfaces Mithpower expenditure are available,
the additional cost of the transmission through RG is ndtydagh. Note in fact that in Fig. 9
the termE,, ., is significantly lower thar&, .;, whereas in Fig. 8 they were comparable, so
that the total power expenditure was more or less doubleut (akcluding the terr@’{m)RG).

More in general, we note that the application of the RG conhneght lead to save energy for
different network scenarios, which can not be addressezither to the structure of the analytical
model but are interesting from the point of view of furthesearch developments beyond the
present paper. One possibility is the introduction of thev@adControl at the transmitter’s side. If
the power levels at the transmitter are adjustable, andxext s we considered here for the sake
of simplicity, we can tune the coverage radii to the desiied.dJnder this condition, relaying
through intermediate nodes might even be energy-savinge $he channel attenuation increases
more than linearly with the distance, provided that the arggtween the destination and the
relay satisfies certain constraints [21]. Another case w/lilee presence of RGs causes energy
saving is when the transmission is multicast [21], or in gaheverywhere the information to
deliver can by its own nature be merged through data fusigragkets valid for all destinations,
thus leading to counting the terﬁ(ka)RG only once for the whole multicast group. In this case,

grouping and hence relaying packets is expected to lead risiderable benefits in terms of
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energy. However, many intricacies appear, as the multicaging problem is known to be
np-hard. Therefore, this topic is left for future research andot quantitatively addressed here.

Figs. 8 and 9 are worth of more emphasis for what concﬁmm. This term is increasing
with p, so that for low node density it is significantly lower tharm thnergy needed to transmit
to the end users, but for higher valuesothis contribution might no longer be negligible. It
shall be observed that this term also heavily depends on eébtonvE™ and on the HELLO
messages transmission periods. Therefore, all RG maimtenparameters must be carefully
considered for values of the node density from moderategh bs their impact on the overall
energy balance might be relevant.

To sum up, it is possible to say that the creation of RGs intced a higher energy consump-
tion but provides a higher connectivity that, for reasoralalues ofp, exceeds the connectivity
of the normal operational mode (AP users) by about one order of magnitude. This is achieved
by paying more in terms of energy spent, for both routing asi@tgishing/maintaining RGs.
This introduces a trade-off which can be clarified by lookaid-igs. 10 and 11.

Here, the energy consumption is plotted versus the nodeapiity of being disconnected
from the network. Thus, suitable solutions are close to th#omn left part of the graph.
The curves are obtained for different values mgfwhich is a value known a priori and not
tunable. Instead, the valyg, describes one degree of freedom in the design of the routing
group formation strategies, since it directly determirtes mumber of nodes in the same RG.
Note that from a general point of view it seems that by indreps;,, and henceforth decreasing
the RG size, one improves the performance. As an example fiven power consumption
level, the curve withp;, = 0.2 (Fig. 10) leads to a smaller probability of being out of range
than the case wherng, = 0.05. However, one has to consider the following two facts: th&t fir
one is that, in practice, small routing groups are possiblg & enough nodes own all access
technologies (remember that in our analysis we assumedvallability of the interfaces for
the RG leader). Secondly, it is also to be observed thatlersamevalue of p the energy
expenditure of the smaller RG is higher. This is visible ig.FLO from the fact that all points
of the curve withp;, = 0.2 are indeed higher than the corresponding points (i.e. etoth the
same value op) of the curve withp, = 0.05.

From a practical point of view, this means that the routingugr size is another critical
parameter and has to be accurately selected. In fact, wieemoithe density is high, smaller RGs

may be preferable: the figures show for example that the cagksRGs and sufficiently high
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pr, obtain for highp values comparable energy consumption and substantiatigrlmmnnectivity
than the case without RGs (vertical dotted line). When thdengdensity increases further, using
small RGs is less advantageous, since it only leads to higbwer consumption. In this case,
a lowerp,, is preferable (see the points in the leftmost part of thesplot

As a final comment, note that the tradeoff investigated isFI§ and 11 involves a generic RG
formation algorithm, without any optimality criterion afothe choice of the AP. We therefore
expect an even better performance for realistic RG formadigorithms, where the leader is

not selected randomly but in a more efficient way.

VIIl. VALIDATION OF THE ANALYSIS THROUGH SIMULATION

In this section, we present accurate simulation resultedimt validating and further in-
vestigating some of the above facts. To this end, we used ent-eviven network simulator
for heterogeneous wireless systems which has been dedeloipiein the Ambient Networks
project [1]. The channel is modeled accounting for both da#s (Hata model) and multi-
path fading, which is tracked by means of a Jakes simulager[55]. We consider a network
scenario composed by two radio access technologies: IEEEB0 and UMTS. User devices
move within a simulation area df60 x 160 m?, with speeds uniformly distributed in the range
[0.5,2] m/s, so as to mimic a typical pedestrian scenario. The depsdf the mobile nodes
spans in0.001, 0.01]. Mobility patterns are generated according to a random vyt pobility
model. We consider a single AP, placed at the center of thelatran area and owning both
technologies. Exactlg0% of the mobile devices own both wireless technologies, ed®eithe
remaining80% of the population picks one of the two radio technologiesamidom at the
beginning of the simulation. We consider an uplink datadmaission. As above, we consider
two different access strategiesith and without RGs. In the former case (RGs), each user
can access the AP only relaying its data to an in range RG eRd#& leaders are elected at
random at the beginning of the simulation with probability and among the users having
both technologies. In the latter case (no RG), relaying ispamitted and a mobile device
is connected to the AP if and only if the AP is directly readbathrough at least one of the
radio technologies owned by the user. Finally, the UMTS oekveovers the whole simulation
area, whereas the IEEE802.11b technology provides a goodectivity up to a distance of
approximately80 m from the AP. All users generate uplink traffic (usersAP) at the rate of

one packet per second. Packets @t bytes long. Users’ traffic is exploited, in part, for the
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establishment and maintenance of the routes to get to theld\fhis end, we use the DSR
protocol modified in such a way that only RG leaders and ARsyrdhta traffic.

In Fig. 12 we report the density of unconnected users for Bo#narios (with and without
RGs). As expected, and in accordance with the results disdus previous sections, the case
without RGs gives the worst performance in terms of conmiggtiFor p ~ 0.001 the gains
offered by RGs increase with;, (the number of RG leaders in the area) and are of about one
order of magnitude fop; = 0.2, i.e., when the number of RG leaders is (on averaiyé)
the population size. However, asincreases the performance of the RG case saturates to the
scenario without RGs. This is basically due to the followtag facts: 1) the capacity of the
AP is limited 2) an increasing leads to an increasing user interference that, in turndithie
maximum number of communicating users that can be suppbytéde system simultaneously.
Observe that the point where the performance saturateetththRG” curve (saturation point
if the figure) can be shifted to the right by exploiting a ratkehnology which offers a larger
capacity or, alternatively, increasing the number of AP¢him area. In any event, from Fig. 12
we have a further confirmation of the advantages offered &yRI3 paradigm which, if correctly

exploited, can lead to substantial performance improvesntitmough relaying and cooperation.

IX. CONCLUSIONS ANDFUTURE WORK

In this paper we focused on next generation wireless netwodnarios where both users
and access points own multiple radio technologies and careftre communicate exploiting
radio technology diversityln this context, we introduced the concept of routing gr¢BR)
formation as a tool to logically merge users in close prognaind/or moving together. Given
the RG concept, we first formulated an analytical framewarkorder to model the multi-
radio scenario, by considering uniform and random usereptegnt and a probabilistic radio
interface assignment. Subsequently, we investigated ffeetigeness of the user aggregation
(RG) approach in terms of energy consumption and connggtihiat we expressed here as the
density of unconnected users. We found that, under reaaabumptions, the RG approach
has the potential of dramatically increasing the connggtimetric and, if properly dimensioned,
this happens without increasing too much the energy expaediFuture research is devoted to
the design of algorithms for the creation and maintenané@@®ftructures and their exploitation

in routing, topology control and path discovery schemes.
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Fig. 1. Considered network architecture.
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Fig. 2. lllustration of the AP coverage capabilities andirtielation to the radio technologies transmission ranges.
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Fig. 3. Diagram for the calculation of the energy spent imgraitting unicast traffic in the RG case.
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Scenario— Indoor | Outdoor
Node prob. of having interface1 0.8 0.667
Node prob. of having interface|2 0.8 0
Node prob. of having interface|3 0.8 0.5
Node prob. of having interface 4 0 0.9
AP Density (4p) 5-107°]4-107
TABLE |
PARAMETERS OF THESCENARIOS
Interface— 1 2 | 3| 4
Energy in TX (£'*, norm.) 1 1512710
Energy in RX ™", norm.) 0.510.75| 1 |25
Average coverage radius,(in m) | 10 | 20 |40 | 130
Period of HELLOs (norm. taAT) | 3 3 | 5110

TABLE I

PARAMETERS OF THERADIO INTERFACES
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Indoor Scenario, pAP:5-10'5
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Fig. 4. Average number of uncovered users as a function ofhdade densityp, indoor scenario.
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Outdoor Scenario, pAp:4-1O'6
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Fig. 5. Average number of uncovered users as a function ohdde densityp, outdoor scenario.
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Indoor Scenario, pAP:5-1O'5
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Fig. 6. Total average energy spent per unit area and timefaisciion of the node density, indoor scenario.
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Outdoor Scenario, pAF,:4-1O'6
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Fig. 7. Total average energy spent per unit area and time,faisciion of the node density, outdoor scenario.
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Indoor Scenario, pAP=5-1O'5, p =0.01
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Fig. 8. Total average energy spent per unit area and timeeirRtA case and its subdivision into its three contributiossa a
function of the node density, indoor scenario.

31



Outdoor Scenario, pAP=4-10'6, p_=0.05
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Fig. 9. Total average energy spent per unit area and timeeirRtA case and its subdivision into its three contributiossa a
function of the node density, outdoor scenario.
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Indoor Scenario, pAP:5-10'5
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Fig. 10. Tradeoff of the RG formation between energy expgeneliand increased coverage, indoor scenario.
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Energy consumption
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Tradeoff of the RG formation between energy exgengliand increased coverage, outdoor scenario.
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Fig. 12. Simulation results: average number of uncovereisuger unit area as a function of the node dengity
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