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ABSTRACT

The physical characteristics of device mobility in manyfefiént
circumstances often suggest the logical grouping of nddesove
together. The use of mobility group protocols, treatingup® of
devices as ad hoc networks with a node elected as the gateavay,
lead to significant performance gains. However, the additioad
hoc networks can lead to starvation and fairness problemati-M
channel diversity schemes can be used to mitigate theseteffe
The main contribution of this work is the design and analgsia
combined routing group formation and multi-channel diitgral-
gorithm. We show that, used independently, our routing grmo-
tocol and the multi-channel diversity scheme do not perfarefi

in one or more of the metrics tested. However, when combined,
the schemes complement each other, and effectively irempas
formance across all metrics. Our analysis is performeditiiaex-
tensive simulation using a recently proposed group mghitibdel
and shows a number of new results for routing group protcauds
multi-channel diversity schemes.

Categories and Subject Descriptors:C.2.1 [Network Architec-
ture and Design]: Wireless Communication.

General Terms: Design, Performance

Keywords: Wireless network, group mobility, multi-channel

1. INTRODUCTION

The need for protocols that maximize throughput and enefrgy e
ficiency continues to grow with the number of mobile compgtin
devices with wireless networking capabilities. Mobilitatperns
greatly affect the performance of these protocols. Thezaraany
scenarios in which the physical mobility patterns of uséiosethe
formation of logical groupsd.g, a user carrying multiple devices).
These logical groups of devices based on mobility patterated
mobility groups, can be leveraged to build new routing peots.
Additionally, such devices are commonly equipped witheoadhat
may provide a number of orthogonal channels on which communi
cation can take place. This may facilitate increased thrpugand
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fairness among nodes. Recent research has focused eittiee on
use of novel schemes to make use of mobility groups [1, 2] or on
protocols to effectively leverage multi-channel diversitithin a
single technology [3, 4]. The main contributions of our waeal
with leveraging both routing groups and multi-channel dity to
achieve significant gains in a number of metrics, includimgagh-

put and fairness.

Physical mobility patterns that lend themselves to mabgibup
creation can be exploited by using short-range, low-povosv;
bandwidth devicese(g, IEEE 802.15.4 (Zigbee) [5]) to create and
maintain ad hoc mobility group networks and using high badtw
interfaces.g, IEEE 802.11 [6]) to transmit the data. These ad hoc
networks can elect member nodes to act as gateways to thednte
on behalf of the rest of the mobility group [1, 2]. Considepoart
bus carrying a number of people around a city, each with a abmp
ing device with both Zighee and IEEE 802.11 interfaces. Athe
people on the bus will be moving as a group. Therefore, amy-inf
mation that needs to be streamed to each individual in théebgs
information about attractions in the city), could be sena &ingle
node on the bus and then travel via local links to all the membe
the tour. Additionally, anyone needing to communicate wibdes
outside the bus could route their traffic through the gatenade
on the bus. We refer to the group of users on the bus as a routing
group (RG) and the gateway node as the group leader. The Zig-
bee interface could be used to create the RG and handle tontro
messages while data could be sent via the IEEE 802.11 iné=rfa
More generally, often times the physical movements of ned#s
be correlatedd.g, people moving along a sidewalk or cars mov-
ing down a highway at similar speeds). Therefore, a mechanis
to build these RGs dynamically allows their use without teed
of manual configuration by the users. In our previous work7[1,
we have explored some of the advantages of RG protocolshwhic
include increased connectivity range and throughput. érptiesent
work, we expand this analysis to include a number of otheringet

The introduction of ad hoc networks in the above exampleuigino
the use of RGs leads to new problems, one of them being that dis
tributed CSMA-based random access algoritheng,(IEEE 802.11
DCF [6]) are well known to result in unfairness and flow starva
tion [3]. This is due to the fact that transmitters in mulphad
hoc networks are not all within range of each other and thegef
have different views of the channel state. Fairness andigtro
put improvements can be achieved through multi-channefsiity
algorithms [3]. Such algorithms exploit the use of multiphghog-
onal channels to allow multiple nodes to transmit at the stme.

The key challenge in using such protocols is that many of them
require interfaces that have unrealistic abilities suclthascapa-
bility of listening on all channels simultaneously [8, 9,, 1] or



require clock synchronization [12, 13, 14, 15]. We use a she
based on the Asynchronous Multi-channel Coordinationdeat
(AMCP) [3] to perform asynchronous channel selection,veilhg
nodes to reap the benefits of multi-channel diversity usimgent
wireless interface capabilities. We observe that our aslyom-
plements the results in [3] as we look at the performance ef th
protocol under mobility by also considering the effect ofiting

of dynamic DNS [16], NAT [17], and MobilelP [18]. Internal ut
ing in the PANSs could be achieved through the use of any deitab
ad hoc routing mechanism [19, 20].

However, some logical mobility groups can be formed even if
the devices are not all owned by the same user (as in the teur bu
example from the introduction as well as many others). Tioege
mechanisms to automatically configure routing groups,uiicly

mechanisms. We show that in some cases in the absence of RGsgroup leader election®(g, via cluster-head algorithms [21]), are

multi-channel diversity may actually lead to performanegrada-
tion.

The main contribution of this work is the combination of RG
algorithms with multi-channel diversity. We demonstratepugh
extensive simulation, that the combination of these twhnaes
leads to large increases in throughput and fairness, wédeedsing
delay, average queue size, and energy consumption. We cempa
the performance of dynamic source routing (DSR) with andhwit
out RGs. For each protocol, we evaluate its performance avith
without multi-channel diversity. This locates precisdig benefits
of each technique. Our analysis shows that each indivicai-t
nigue leads to degradations in performance under certaidi-co
tions; however, these degradations are mitigated by tbaibined
use. RGs allow significant performance gains in the face afigr
mobility, while multi-channel diversity provides signiéint gains
in the face of multihop wireless networks. Our results dest@ie
that in order to gain significant benefits across all of thericgta
combination of RGs and multi-channel diversity is very efifee.

The rest of this paper is as follows. Section 2 presents #ie of
the art in terms of mobile grouped devices and multi-chadivelr-
sity algorithms and motivates the need for a combinatiorhe$e
techniques. Section 3 presents our approach to combinedhRG a
multi-channel diversity. We divide the presentation int@ fparts:
Section 3.1 describes our RG algorithm and Section 3.2 ptese
the multi-channel diversity algorithm. Section 4 reports ce-
sults. It begins with a description of our methodology, umthg
the simulator, the mobility model, and the network scenalfibe
section ends with the presentation of the results and a shfmu
of their implications. Finally, Section 5 presents someatasions
and future directions.

2. MOBILE PERFORMANCE WITH

GROUP MOBILITY AND
MULTI-CHANNEL DIVERSITY

With an increased awareness of the possibility of makingofise
group mobility patterns and the number of interfaces witlitipie
orthogonal channels comes the possibility of leveragiegétchar-
acteristics to increase performance in terms of througHainhess,
and energy consumption. There are two individual reseanes |
that have been followed in the literature, one for the usedfitity
groups, and one for the use of multiple channels.

The recognition of the fact that physical mobility patteofen
lead to logical groups of devices led researchers to congideip-
ing nodes into ad hoc networks, with one or more nodes acsrzg a
gateway to the Internet. Such group mobility solutions begéh
early work on personal area networks [2]. If a user had a hum-
ber of devices, then it was likely that they would move as 4. uni
Therefore, algorithms were developed to treat the PANs amées
device as seen from the outside. In such networks, exteondéd r
ing was achieved by sending all data to a gateway node, opgrou
leader. The leader could be selected according to variotesiar
(e.g, current connectivity [2]). Methods to make sure that th&IPA
maintained a global address and that, as the PAN moved, fgacke
would continue to reach group members, followed along thesli

needed. To this end, in our previous work, we defined a novel on
line group formation algorithm [1]. In the present work, werp
form a more complete analysis of the effects of this algarithn
several different metrics. Additionally we analyze the domation

of this algorithm with a multi-channel diversity protocdh fact,
while increased connectivity is certainly a benefit of usRi@ so-
lutions, decreased node fairness and overall throughputesault
from the use of ad hoc networks in the RGs. Therefore, to shise
problem, we advocate the use of multi-channel diversityquais.

Previous work has shown that multi-channel diversity hagtr
tential both to increase throughput and fairness and tcepitestar-
vation [8, 9, 10, 11, 12, 13, 14, 15, 22]. The proposed prdsocan
be divided into two types: scheduled access protocols [3214,
15] and contention-based access protocols [3, 8, 9, 10T¥pjcal
scheduled access protocols assign nodes to a slottedipdrante
synchronized to a global clock. Control messages are seimgdu
a control frame and are used to reserve data-frame slotswdoic
not create conflicts. Such solutions are hard to implemead inoc
settings however, since mobility makes it difficult for nede keep
track of the position of the control portion of the frame [3].

Contention-based access protocols do not assume gemeeal ti
slot synchronization. Some early solutions assumed tHiyatoi
receive packets on all channels simultaneously [9, 10] ed s
separate transceiver for the control channel [8, 11]. MMAC [
employs a single transceiver but uses synchronized cdnamles
and therefore has the problems inherent to scheduled apoess
tocols. There are a few solutions that focus on the use of-a sin
gle transceiver and do not require scheduliegy{ SSCH [22] and
AMCP [3]). In this work, we use a protocol similar to the vesr
cent AMCP [3] to provide multi-channel diversity, as it caméns-
ily implemented and provides significant performance gdifsv-
ever, we perform a more complete analysis of the protocohae
strating that, under certain traffic loads, the protocolrddgs per-
formance if used alone. We show that these effects can bgatati
through the use of RGs.

Combining RG protocols with multi-channel diversity teaures
to maximize the benefits of both is a subject that, to our kedge,
has not yet been analyzed. In this paper, we show that, dbeito t
highly complementary nature, the use of combined RG fonati
and multi-channel diversity leads to significant perforoggains
across all of the metrics we analyze.

3. ACOMBINED APPROACH

In order to exploit routing groups and the inclusion of ifdees
with multi-channel capabilities to increase throughpud fairness
in mobile ad hoc network scenarios, we propose a two-fold ap-
proach. First, a good RG scheme is used to exploit the inheren
correlation of physical mobility patterns. Second, a mcittannel
diversity protocol is used to increase the throughput antdas
of nodes within interference range of each other. In theo¥alhg
subsections, both our RG algorithm and the multi-channvelrdity
algorithm used in our experiments are described in detail.



3.1 Routing Group Scheme

Our online RG creation algorithm [1] facilitates the use @R
based on mobility pattern similarities among differentrassith-
out the need for explicit user configuration. At a high lewech

1 setsGy; = W. If either of these conditions is not met, node
updates;; according toG;; < (G;; — 1). If G;; reaches zero,
nodej is removed from the RG. Note that in making RG decisions
the node considers the most recently received stabilitpnasts of

node asynchronously sends periodic HELLO messages, using aitS neighborsS;. These values may be slightly stale due the inher-

low-power interface. Other nodes track these HELLO message
using them to make RG decisions based on the perceiveditstabil
of the links.

For the algorithm, HELLO messagese(, stability updates) are
sent by each node evefy + 6T seconds, wher@y is a con-
figurable lapse of time, which is constant during the operatf

ent protocol latencies. The exact effects of the parameteRG
formation are described in detail in [1]. Furthermore, etfesugh
each node has its own view of link stabilities, group memtiers
is consistent across nodes, since they communicate gronybere
ship status via HELLO messages.

the algorithm, and7 is a random quantity used to decrease the 3.2 Multi-Channel Scheme

probability of collision and to avoid the synchronizatidrHELLO
messages. Two parameters control the sensitivity of thenseho
changes in stabilityT'scany andWW. Each node updates its stabil-
ity belief everyT'scan seconds based on the number of HELLO
messages received in the intervdl/ is the size of the stability
measurement buffer, which controls the amount of histogdua
making stability calculations.

Our multi-channel diversity algorithm was built using theyk-
chronous Multi-channel Coordination Protocol (AMCP) asaaéh
In this section, we describe our protocol, highlighting thifer-
ences. We need a multi-channel protocol that does not aseme
use of independent radios for channel negotiation, butastdids
the problems discussed in Section 2. We assume that eacls node
|IEEE 802.11 interface can select onedthannels, of which is a

Specifically, to make a decision as to whether a device should control channel and the othéf — 1 are data channels. The multi-

be included in a RG, each nodg,tracks three quantities: a link
stability vectorV;, a HELLO message count®”, wherek covers
the lastlV stability measurements, and a stability valije

Vi;, the jth entry of vectorV;, represents the stability belief at
nodes with respect to devicg and is calculated as follows:

w-1 Rk
Vij = — 1, @
! kz::o nW|Tscan/TH]

WhereRfj is thejth entry of vectoiRY, containing the number of
HELLO messages received from noflduring thekth Tscan in-
terval. Note that Tscan /T | is the number of HELLO messages
that a device can send Tk an seconds. Equation (1) returns one
if the number of HELLO messages received by nodem node
j in the lastiWTscan seconds equalsW |Tscan/Tu]. The
parametem € (0,1] is used to tune the algorithm. After having
calculatedV;; for every active neighbgjf, each element of the vec-
tor RY is deterministically shifted one position back for edcand
all entries inR? are reinitialized to zero.

S; is nodei’s stability estimate and is calculated as follows:

Si= > HVij} @)
JjeuU;
wherel/; is the set of the neighbors of nodérom which at least
one HELLO message was received during the W@&fsc an sec-
onds. I{V;;} returns one ifl;; > 1 and zero otherwise. It can
easily be seen, due to Equation (1), tRatorresponds to the num-
ber of neighbors from which useéhas received at lea$001% of

channel scheme in this paper follows the basic design of AMCP
using the same two data structures. First, each node mzrdai
local N-entryChannel Table This structure contains aavailable

bit and anavailability timerfor each data channel supported by the
wireless technology. Thavailability timer indicates the amount
of time a given data channel will be unavailable, based oml#te
transmission duration. When a node joins the network, atk da
channels are set to unavailable. Each node also maintaihara

nel preferencevariable that stores the number of the data channel
that the node prefers to compete for, with zero indicatingred-
erence.

Following AMCP, the protocol used in this paper has five steps
which occur sequentially, and one error recovery step thatirs
any time there is an error.¢.,, a CTS timeout in Step 3 or an ACK
timeout in Step 4). Each of these steps is described in detzil

Step 1: Channel Selection A node ready to transmit first se-
lects a data channel for which to contend. To do this, it $eléwe
data channel indicated by ttohannel preferenceariable, if it is
non-zero and that channel is available, otherwise it sebatavail-
able data channel at random. If no data channel is availdixe,
node waits until aravailability timerexpires and selects the corre-
sponding channel.

Step 2: Channel Contention The node inserts the selected
channel from step one into the RTS packet and contends for the
control channel using IEEE 802.11 DCF CSMA/CA [6]. In the
CTS we include two NAV intervals. The first NAV interval expg
at the end of the CTS transmission, rather than at the endeof th
DATA/ACK as in standard |IEEE 802.11, and is used to schedule

the maximum number of receivable HELLO messages during the the transmissions on the control channel. If a CTS is notivede
last WTscan seconds. Observe that in the limiting case where a timeout occurs and the control channel becomes free. The se
n = 1, S; equals the number of neighboring devices from which ond NAV field in the RTS stores the time of a total transmission

useri has received00% of the expected HELLO messages during
the lastW T'sc an seconds. Stability values; are piggybacked on

including DATA/ACK, and this value is used to set the cor@s
ing channelavailability timer, in case the channel is successfully

the HELLO messages. Upon receiving a HELLO message from a contended for.

nodej, the stability measurs; therein is locally stored aS;.

RG membership decisions are made evEsy: 4 n seconds soon
after calculating the stability valug; (see Equation (2)). A nodie
only takes part in an RG if its own stability valuég is greater than
or equal to some (i.e., during the las'scan seconds, this node
has received a sufficient number of HELLO messages from st lea
~ other neighbors). Moreover, each nadeeps track of members
of its RG via a group vectorQ;). If S; > ~, node: checks the
stability valueV;; of eachj € U;: if Vi; > 1 andS; > +, node

Step 3: Channel negotiation When the destination node re-
ceives an RTS packet, it checks the value of dlailability bit
corresponding to the channel being contended for. If theacha
nel is available, the destination node responds with a coirfg
CTS packet containing the channel number. It then switah#dsat
channel and waits for a DATA packet. If the channel is notlavai
able, then the destination node sends a rejecting CTS oangea
list of its own available channels and remains on the comtnah-
nel. If no CTS is received the node enters ¢neor recovery step.



If the sending node receives a confirming CTS, it switchebéo t
selected data channel and transmits the DATA packet. IEgives
a rejecting CTS, it randomly selects a channel from the lst-c
tained in the rejecting CTS that is also marked availablésimivn
data structure and uses that channel in another conteréipn s

Step 4: Data transmission Once the destination node receives
the DATA packet, it sends an ACK and switches back to the obntr
channel. The sending node waits on the data channel for @i A
and then also transitions back to the control channel. If GKA
is received, it transitions back to the control channel artérs the
error recovery step.

Step 5: Setting channel availability After both sender and
receiver return to the control channel, they set thiannel prefer-
enceto the data channel just used. They also reset the avaijabili
timers to their maximum values for all data channels exdepbhe
they just used, in case a contention that was won for some othe
channel was missed.

Error recovery step. When an error event occurs.¢, a CTS
timeout), a backoff procedure is started. When the backofért
expires, the node sets ithannel preferenceariable to zero and
starts availability timers for each channel.

For our experiments, we set the time to switch between chan-
nels to zero; however, this has little effect on the perfarcea
since there are many other delays that would be larger angevgy
SIFS, backoff, etc.), see [3].

4. PERFORMANCE OF RGS AND MULTI-
CHANNEL DIVERSITY ALGORITHMS

To demonstrate that the combined use of RGs and multi-channe
diversity protocols leads to better overall performancsdenarios
where group mobility is present, we performed a large nunolber
simulation experiments. Section 4.1 describes the ANEMSRA
network simulator used in this work. Section 4.2 presentsiouel
group mobility model. Section 4.3 presents the metrics used
quantify the performance of the protocols tested, and &eeti4
presents the considered network scenario. Finally, Sedt® and
Section 4.6 present and discuss our findings.

4.1 Simulator

We ran a large number of simulations using ANEMURAS [1],
an event-driven network simulator for heterogeneous ea®bys-
tems designed as part of the Ambient Networks project [2B]JEA
MURAS has been specifically designed to model a multi-teldgyo
wireless communication scenario, where both mobile useds a
fixed access points coexist and communicate through thdesire
medium. Node mobility, wireless channel variability, amder-
user/inter-system interference have been explicitly rteztlan the
simulator.

4.1.1 Channel Model

The wireless channel is modeled accounting for path loggl-sh
owing, and multipath fading phenomena using their prodedhe
link gain associated with each transmission. Path loss Eeim
mented according to the well-known Hata model. Shadowing is
modeled according to the Gudmunson model and multi-path fad
ing is modeled for each link through a Jakes simulator withaa p
grammable number of oscillators [24].

4.1.2 Physical Layer Model

The physical layer model takes as input the channel gainxnatr
created by the channel model and the transmission powerstad|
by each user and returns the signal to interference plug mai®

(SINR) metric for each link. The simulator implements a phys
cal layer module for IEEE 802.11 and IEEE 802.15.4. Errors in
the transmission stream are tracked at the bit level anchgadi
accounted for through pre-computed coding gain curves. réhe
ceiving model for each physical layer module accounts fasjie
interfering transmissions during the reception of a pachtedre-
fore, thecapture effects accounted for at the physical layer.

4.1.3 MAC Layer Model

The MAC layer model includes modules for both IEEE 802.11b
and IEEE 802.15.4. The IEEE 802.11b module implements the
distributed coordination function (DCF) algorithm and tbdtasic
access mode and RTS/CTS for collision avoidance [6], aloitig w
the multi-channel diversity protocol described in Sect®o?. The
IEEE 802.15.4 module used for RG formation implements ttze be
conless, peer-to-peer mode [5].

4.1.4 Routing Layer

In our experiments, we compare two routing algorithrie.,(
standard dynamic source routing (DSR) [19] and DSR augrdente
with RGs). The algorithm used to choose the group leadenvsl
previous work by Basagni [21], who presented a distribulgd-a
rithm that partitions the nodes into clusters and uses ahixbigsed
mechanism to choose cluster-heads. This mechanism psoside
ficient flexibility in the selection criteria to allow the seftion of
one or more group leaders per routing group. These grougisad
are responsible for route discovery; therefore, only alsingute
discovery is performed for all group members. This, as wdll b
shown later, greatly improves performance. We use a peddtic
plementation of this protocol, sending group leader sirchet-
rics on top of our HELLO message structure. Furthermore, our
implementation removes the assumption in the original vediut
having a perfect channel. While RG awareness could be imple-
mented in many ad hoc routing protocols, the goal of thisystud
is to examine the benefits of such awareness; therefore, esech
a single routing protocol to augment though the benefits floero
protocols €.g, AODV [20]) can be expected to be similar.

Essentially, the DSR augmented with RGs functions as falow
The RG algorithm is run to elect group leaders. From then on,
only the group leaders perform route requests and replidenve
routing group member has a packet to send, it notifies théngut
group leader, who in turn performs route discovery and sémels
packet on behalf of the member. RG members do not perform any
path discovery algorithm, simply relying on the RG leadergtfis
process.

4.2 Group Mobility Model

In previous work [7], we defined a novel group mobility model,
which we use here. Consider a set of nodes moving aroundémn giv
area. One of these nodes is defined adehdernode. This node’s
movement can be defined according to any metleog, (random
waypoint). Each of the other nodes (calfetlowers has its move-
ment governed by two terms: drift movement and random move-
ment. The drift movement is governed by an attraction toeheér
and the random movement is superimposed on the drift movemen
essentially adding some noise. We call the group of leadéf@n
lower nodes anobility group

To model group mobility, we treat each node as a particle of
unit mass, allowing the amount of attraction between nogbigh
causes them to move in groups, to be modeled using standard Ne
tonian physics. The attraction to the leader node for ealtdwier



is controlled by dorce fielddefined as follows:

ﬁw={

whereC,, C; € R" are the node charged,is the distance sep-
arating the two nodesy , is the unit vector aligned with the axis
connecting the two nodes, ard 3 € R are parameters used to
tune the force field.« is left constant, wher@ is independently
drawn at each time step from a Gaussian distribution withrmea
and variance 3. o is used to control the dispersion of the follow-

ers around the Ieadef—fa(dmm) is used to account for a minimum
distance at which to limit the strength of the attraction.

The change in velocity of a node towards the leader, , within
an interval of timeAt is then calculated as follows:

CCr _,
B éafuay

—
F(L (d'min )7

d 2 d'min
d< d'min

; ®

Aty = AtF,(d). 4)
This model is very general, with no need to define reference

points for followers [7] and can also be easily modified teetako

account other factors, such as the presence of obstackstssetc.

4.3 Metrics

To analyze the performance gains due to the combined use of ou
routing group algorithm and multi-channel diversity, walenate a
number of different metrics. First, we evaluate the effdcthe
combined protocol on delay and queue length. As specified ifat
Section 4.4, we consider an uplink communication scenatiere
all mobile users are interested in transmitting their data static,
randomly placed, access point. The delay is defined as the tim
needed for the data packets to reach the access point th{posgth
sibly) multi-hop communication. Delay is critical for a nber of
real-time applications, including voice applications.c&&d, we
analyze the throughput, another important metric for sevaul-
timedia applications. Third, we analyze network fairndss: this
we use the well-known Jain’s fairness index [24], which ifirde

as follows:
n 2 n
fairness= <Z :(:Z> / <n2xf) ,
i—0 i=0

where: is the flow index,n is the total number of flows in the
network, andz; = A;/O; represents the actual allocatiod ]
over the optimal allocation(;) for flow :. This fairness index has
values between zero and one, one being perfect fairnesss ant
overly sensitive to atypical network flow patterns. The fimatric

©)

communication. For inter-group communication we consgian-
dard transmission power levels, as specified at the end @dke
tion.

This scenario allows us to extensively test the protocols av
range of network loads and situations that present the Igbisi
of forming mobility groups. For the simulations, we modetips-
trian behavior for node mobility, setting user speeds inrtrege
of 0.5 m/s to1.2 m/s. The attraction within groups is set so that
the average distance between any two users within the saap gr
is around15 m (i.e. the coverage range used by IEEE 802.15.4
devices [5]). To this end, the mobility model parameters see
as follows: average speed 2 m/s,ac = —1, Cy = Cy = 0.8.
The RG algorithm usedl = 4, n = 0.7, Ty = 12 seconds and
Tscan = 30 seconds. These parameters were found to maximize
group stability for pedestrian traffic. Finally, the IEEE201 in-
terface has a transmit powerafi W to 2.2 W and a receive power
of 1.3 W, both based on the Cisco Aironet 350 series [25]. We also
use a constant packet sizefdf2 bytes.

We tested our protocols with a number of different scenarios
but due to space limitations, only this scenario is presenie-
sults from other scenarios led to the same conclusions. \&gech
to present this scenario because it most accurately mouptsts,
museums, and other places that our solution targets. Thislai
tion set up is large enough that single hop communicatioh it
IEEE 802.11 access point is not always possible and nodes may
have to route through routing groups. The number of users was
chosen to be close to the saturation point of the network ab th
the various protocols would be stressed. A number of indepen
dent users are simulated in the scenario to provide backdroon-
tention for the routing groups. Additionally, we presentarsario
with multiple independent routing groups to show they cagxest
effectively in the same region.

4.5 Simulation Results

We use DSR [19] as our base routing algorithm, and a version of
it augmented with the RG algorithm (denoted by RG in the fello
ing). In each of the graphs in this section, we use the foligwgon-
vention: protocoli,j), whereprotocolis either DSR or RG; is the
number of nodes actively transmitting data in each mohgigup,
andj is the number of data channels used by the multi-channel di-
versity algorithm (whery = 1 there is no multi-channel algorithm
running). We tested DSR with and without the multi-chanhgba
rithm and RG with and without the multi-channel algorithmadh
figure presents the average 2if0 simulation rounds each lasting
600 seconds, which has been verified to yield tight confidence in-
tervals. We present each metric as the traffic generatienafat

examined is the energy goodput, defined as the energy codsume the active nodes in the groups varies for different numbéesco

per good packet received.

4.4 Network Scenario

All simulations occur on a 200 m by 200 m square, with one
randomly placed static access point and 30 mobile nodesntjwe
of these mobile nodes are equally distributed among four,RGs
which move according to the group mobility model described i
Section 4.2. The remaining ten nodes are independent nodes,
belonging to any RG. Each node is equipped with an IEEE 802.11
radio and an |IEEE 802.15.4 radio. The former radio is usee&b d
with all data traffic and the latter is used only for the RG fation
algorithm {.e., the transmission of the HELLO messages).

Data flows are sent using different power levels for intracgr
and inter-group communication, using the lowest power iptess
while still maintaining reliability for intra-group comnmication.
This has the effect of limiting the interference due to irgraup

tive nodes. This allows the traffic load of the network to bee
along two dimensions. The greater the number of active nodes
the more contention between users, the greater the traffierge
tion rate, and the greater the per-flow demand. Each metithers
averaged across the active nodes.

Delay is a critical metric for any real-time applicatiang, VoIP).
The use of routing groups, even without multi-channel diitgr
significantly reduces the average delay experienced bysnsde
Figures 1 to 3). This is due to the following two main reasons.
First, the use of RGs allows for a reduction in contentiontfer
base station. Second, as RG leaders are in charge of tréingmit
route discovery messages for all group members, the nunfber o
control packets is substantially reduced with respect ostan-
dard DSR case. A reduction in the number of route discoveries
and route replies means an increased capacity which palgitiv
fluences all performance metrics. Multi-channel diversity the
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Figure 1: Delay vs. traffic rate (one ac-
tive transmitter per group)

other hand, increases the delay experienced for low paeketrg-
tion rates. This is due to the overhead for the availabilitets not
being justified by the network load. However, when routingugps
are combined with multi-channel diversity, this effect igigated
and the use of extra channels always results in lower delays.

A metric closely related to delay is the average queue sizgef
queues imply longer delays (see Figures 4 to 6). The first phe-
nomenon to note is that, for DSR, the addition of multiplereiels
at low packet generation rates for one, two, and four actvelsrs
performs worse than the case without multiple channelss E&hi
due to the need for nodes to wait for the availability timerex-
pire even when a channel is free if they did not hear the coioten
for that channel, which is an introduced overhead withoutrzefit
outweighing it (corresponding to the increase in delay m phe-
vious figures). However, once traffic rates saturate the baarel
case, the multi-channel algorithm begins to outperformsihgle
channel case. However, when the RG protocol is added, tieistef
is effectively mitigated.

For our RG protocol with a single channel, the queues grow dra
matically as the traffic rate increases. This is primarilg do the
group leader becoming a bottleneck. However, when combined
with multi-channel diversity, the queue sizes are kept Venyand
in all cases lower than in DSR with or without multi-channéel d
versity. In Figure 6, at packet generation rates of greduan 20
packets per second per node, RG with multi-channel diyersit
outperformed by DSR. This is due to the fact that the grougdea
has become a bottleneck. This suggests that for high netinafrk
fic, RG should elect multiple group leaders, which would edhe
problem while adding only minimal complexity to the algbrit.

For multimedia and bulk data transfer, the average throughp
per node, in terms of packets per second, is a critical métde
Figures 7 to 9). In this case, for DSR, extra channels always i
crease the average throughput; however, for RGs, the thpuig
performance with a single channel outperforms the casemith
tiple channels, until the group leader becomes a bottlengtie
bottleneck effect is mitigated by the addition of multi-ohal di-
versity until very large network loads (see Figure 9), whB&R
with multi-channel diversity overtakes RG with multipleasinels
at a packet generation rate of about 17 packets per second.

Jain’s fairness index will show whether certain flows ardiggt
starved (see Figures 10 to 12). DSR'’s fairness stays rouggily
stant as traffic increases; however, the fairness is ratheragain,
with the single channel case outperforming the multi-clehnases.
This is not intuitive, since one of the reasons to use minérmel
protocols is to avoid starvation. Our results show that evinid
nodes starve, the average fairness is slightly reducedebygé of
multi-channel diversity alone. This is a new observatioaulthe
multi-channel diversity scheme, resulting from the overhef the

Packet generated per second per node [pkt/s]

Figure 2: Delay vs. traffic rate (two ac-
tive transmitters per group)

10 15 20
Packet generated per second per node [pk/s]

15 20

Figure 3: Delay vs. traffic rate (four ac-
tive transmitters per group)

availability channels forcing nodes into constantly codiag for
their preferred channels. However, when routing groupdeses-
aged, multi-channel diversity then increases fairnesghErmore,
multi-channel diversity mitigates the effect of the groepder be-
coming a bottleneck and decreasing fairness.

To evaluate the energy goodput, we consider the total energy
consumed by the network, including idle energy, receivd,teams-
mit, for both data and control messages. Lower energy gddadpu
desirable as it shows that more data can be successfullgntien
ted for some fixed amount of energy. This is a critical metoic f
any mobile system as battery capacity is still a constraiee (ig-
ures 13 to 15). In general, multi-channel diversity impotee
energy goodput for both DSR and RG. This is because nodes do
not have to contend for the same data channel and therefeee ha
few backoff periods. As in the previous results, howeveg, gbr-
formance of RG degrades when the group leader becomes the bot
tleneck, in the worst case (see Figure 15) being outperfdriye
DSR with multi-channel diversity.

4.6 Discussion of the Results

The previous section’s results all demonstrate that, insoer
nario, a combined routing group, multi-channel diversppi@ach
yields significant improvements over the performance dfezibf
these two techniques in isolation. In fact, the two techegjprove
to be very complementary in their effects.

Our RG algorithm is very effective in decreasing delay, whil
further delay gains are achieved through the use of muéirnkl
diversity. However, queue lengths are greatly reducedutiirahe
use of multi-channel diversity. Significant throughputrgacan
be achieved through the use of RGs; however, these throtighpu
gains decrease rapidly after the group leader becomesl|artsutk.
Fairness also decreases for this same reason. The use of mult
channel diversity can significantly move this point to largeffic
loads. Furthermore, the group leader bottleneck problembea
easily addressed by either limiting the size of the R@(where
size is measured in terms of traffic generation), or usingffidrate
threshold to trigger the election of new group leaders faingls
RG.

In terms of energy goodput, multi-channel diversity gneati-
proves performance in the absence of our RG algorithm. Heryev
the RG algorithm also improves the energy goodput, and the co
bination of the two performs the best.

Finally, we note that significantimprovements are gaineoktgh
the use of only two data channels. This is an important resuie
in this case the protocols presented in this work could bddamp
mented in the current IEEE 802.11 frequency allocation.
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5. CONCLUSION AND
FUTURE DIRECTIONS

This paper has explored the use of combined routing group al-
gorithms and multi-channel diversity schemes.
novel routing group formation and maintenance algorithrhictv
exploits multi-radio capabilities to efficiently managendynic, on-
As the main contribution ofrou
work, we demonstrate that in scenarios where the charsiiosrof
the physical mobility patterns lend themselves to groumdion,
the use of combined multi-channel diversity schemes antingu

line routing group formation.
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