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Abstract—A spectrum leasing strategy is considered for the via cooperation paradigm, secondary nodes may potentially
coexistence of a licensed multihop network and a set of unknsed cooperate with the primary network, acting as extra relays
nodes. The primary network consists of a source, a destinath and hence possible next hops for an opportunistic routing

and a set of additional primary nodes that can act as relays.r . .
addition, the secondary nodes can be used as extra relays andSCheme' but only in exchange for leasing of spectral regsurc

hence potential next hops following the principle of opportinistic ~ from the primary network. Secondary nodes enforce Quafity o
routing. Secondary cooperation is guaranteed via the “spéaum  Service (QoS) requirements in terms of rate and/or reltgbil

leasing via cooperation” mechanism, whereby a cooperatingode  on the spectral resources offered by the primary network,
is granted spectral resources subject to a Quality of Servie (QoS) when deciding whether or not to cooperate. Reference [8]

coqitéalgtjective of this work is to find optimal as well as studied the idea outlined above in the context of a simple

efficient heuristic routing policies based on the idea outlined linear network topology and for given heuristic opporttinis
above of spectrum leasing via cooperative opportunistic nating.  routing schemes.

The optimal policy is obtained by casting the problem in the  The objective of this work is to findptimal as well as
framework of stochastic routing. The optimal performance 5 qfficient heuristic routing policies to route a primary packet

then numerically compared with two proposed heuristic rouing th h ori d d ¢ it . bit
schemes, which are shown to perform close to optimal solutis rough primary and secondary transmitiers in abitrary

and as well being tunable in terms of end-to-end throughpus topology adopting the spectrum leasing via cooperation prin-
primary energy consumption. . o ciple. Optimal policies are obtained by formulating the kpro
Index Terms—Spectrum leasing, cooperative transmission, op- |lem as an instance of stochastic routing [9]. Moreover, two
portunistic routing, superposition coding, optimal policies, heuris- heuristic policies with low complexity are proposed, thet a
tic routing schemes . ’
shown to perform very close to the optimal scheme.
I. INTRODUCTION The paper is structured as follows. In Section Il we intro-

Routi ies th loit the di itv offered b duce the system model for opportunistic routing. In Seckibn
outing strategies that exploit the diversity offere 9.t e formulate opportunistic routing in ad hoc networks with

][adrl]c_) chgnneclj by _se{ecilng the rsuteslln ag_t_()pportun'bsg?bitrary topology as a stochastic routing problem [9]. In
ashion, based on instantan€ous channel conditions, 1§ Degq iy v we devise distributed heuristic routing schemes

studied under the subject of opportunistic routing [1]-[3] hich are thus numerically compared against optimal r@utin
Enabling the coexistence of wireless networks with difxv y y g P o

S o in Section V. Our concluding remarks are given in Section VI.
ferent priorities through appropriate interference mamagnt
mechanisms is at the core of the cognitive radio research Il. SYSTEM MODEL

field. Usual approaches consider that the primary networkA packet from aprimary sourceP, is to be routed to a

operates as if the secondary nodes were not present and fhe,- . destination?;, possibly via multi-hop routing through

latter keep their interference to the primary receiveroWel 1 cats of relays. The first s&p is formed byNp primary
an acceptable level [4]. Alternatively, according to a speun nodes while the second seRg consists of Ng secondary

leasing approach (see, e.g., [5]), the primary network ahes nodesthat coexist with the primary network via spectrum

used spectrum.an.d the secondary nodes can access it 0n|¥dfsing. Specifically, as detailed below, a secondary reday
granted transmission by the primary network. transmit only if leased a portion of the spectrum by the prima

In this work, we consider a routing mechanism based Quyork. The two sets of relays are arbitrarily placed in a
a combination of the principles of opportunistic routingang, . are area with normalized side equal to one, where source
of “spectrum |easing via cooperation” [6], [7]. We recalath P, and destinationP; are positioned in the middle of two

opportunistic routing refers to routing strategies thaplex opposite sides. The position of each node is static and known

the diV(_ersity offered bY t_he rad.io channel by s_electing tnﬁ/ the all nodes in the network. We define the set of all nodes
routes in an opportunistic fashion, based on mstantanqu;rszuRSU{P Py,

channel conditions [1}-[3]. Following the spectrum legsin Transmission of the packet is organized in time slots and is

The work of O. Simeone was partially supported by the U. S.iddat Composed of! (complex) Ch_annel USQS each. Nodes work in
Science Foundation under Grant # CCF-0914899. half-duplex mode and spatial reuse is not allowed, theeefor



only one node is allowed to transmit in each slot. In the fir¢he distance between the nodes,is the power path-loss

slot, the primary source®, uses a transmission rate @&f exponentand, ,(b,t) represents the complex white Gaussian

bits/s/Hz to transmit the primary packet, which i&p bits noise term with zero mean and powgfiz,., (b, t)|°] = No.

long. In the following slots, retransmissions may be done Channel state informatiof, ,,(b) is not known to the trans-

by the sourceP, or by one of the relays, either primarymitter nodea, but only to the receiver node. The average

or secondary (depending on the routing policy adopted Ipyceived signal-to-noise ratio (SNR) for primary usersiveg

the primary network), until the final destinatidp; correctly by & = Ep/N, denoting the ratio between the maximum

receives the packet. After correct decoding, the procestsstaverage energy directly received B, from the sourceP,

again with a transmission of a new packet by the soufge and the noise poweNy. Hence, the terngpd " represents

(i.e., always backlogged). the average received SNR for a transmission from a primary
The primary network selects the routing policy and correrode that covers a distandeandésd~" = Es/Nod~" denotes

sponding parameters (see Section V). Cooperating secpndiie average received SNR for a transmission from a secondary

node enforce QoS requirements on the amount of spectfialde that covers a distande

resources leased by the primary network. In particularheac We now detail the outage probabilities and we discuss the

secondary requires to be able to transmit its own traffic gécondary QoS requirements, which are parametrized bg tupl

rate Rs to a node at distancds with an outage probability 9 = (ds, Rs, es). First, consider the transmission from a

of at mostes. The use of the tupledg, Rs, es) is further primary nodea € RpU{P,}. Let Pourp(da,n) be the outage

discussed below. When selected as relay of the primasyobability for a packet transmitted by the primary nadeo

packet, a secondary node has to multiplex the primary packeprimary or secondary nodec 7~ {P,} at distanced, ..

with a secondary packet. In this paper, this multiplexing i&ssuming that the coding block is long enough, we have (see,

achieved using superposition coding (SC), see, e.g., [h€]: e.g., [8], [14]),

primary packet is summed to the secondary packet with an

appropriate power allocation< <1 and then transmitted. Poutpldan) = 1 — exp (_ oRe _ 1). 1)

Parametery) represents the fraction of power allocated to R Epda

primary transmissions with respect to that allocated to the ) o
transmission of primary data and is set so as to satisfy thg\OW consider the transmission from a secondary node. As

desired secondary QoS requirements in terms of rate dfgPlained above, this combines both primary and secondary
reliability. We remark that SC is known to be optimal fodat@ using SC. Moreover, the power allocation parameter
Gaussian broadcast channels [10] and it can be proved to/BéSt Pe picked so as to meet the QoS requirements of the
optimal also for the model studied here by following [11]. secondary users. In ord_er to decode either the primary or the
Routing decisions are made in an on-line fashion by tgcondary packet, receivers at all nodes employ two péralle
node in charge of transmitting the primary packet whicflecoders so that detection of the desired message is correct
chooses the next hop based on 1) the specific node select{dither one of the two decoders correctly decodes. The first
policy adopted by the primary network and 2) the feedbad€coder decodes the desired packet (primary or secondary) b
received at the end of the previous time slot from its neigif€ling the undesired packet as additive Gaussian nofee. T
bouring nodes (primary and secondary) that have succ@ssflﬁecond decoder, mstgad, estimates and cancels the mﬂegr
received the packet. The mechanism used by the relayspﬁfket from the rgcewed signal and_ then decodes the .deS|.red
send acknowledgements to the primary network is not furth@cket from the interference-free signal. Based on this dis
analyzed here. A study on the design of feedback signallifigSSion. the outage probability related to the decoding of a

can be found in [12], [13] for systems with no secondar?”mary packet transmitted from the secondary nade Rg
nodes. 0 a primary or secondary nodec 7~ {P,} at distancel, ,,

is given by (see for details [11])

A. Signal Model and Outage Probabilities

Considering a transmission from nodec 7 ~ {P;}, let Pousda,n) = 1 —exp {_ mim (Hé’l)’ HS))}’ @)
Ya,n(b, ) denote the discrete-time (complex) baseband sample
received by the node € 7~ {P,} during theb-th time slot at Where H,(gl) represents the outage threshold for the first de-
channel use, t = 1,...,£. The channel between nodesaind coder, in which the interference (i.e., secondary packet) i
n is denoted a%, ,(b) and assumed to be constant within &eated as noise and is equal28°—1]/[(1—(1—v)2"*)ésd, ]
time slot (block-fading), Rayleigh distributed with zereean if 1-2~R° <4/ <1 or oo otherwise. The remaining term,(f)
and unit power. Moreover, notation,(b,t) represents the is the threshold outage of the successive decoding scheme,
discrete-time (complex) baseband sample transmitted &y tlthere the receiver first decodes the secondary packet and
scheduled node with a per-symbol power constraint fixed tothen the primary one and is equal teax{[28s — 1]/[(1 —
E [|zq(b,1)[?] < En, whereEy is equal toEp or Es when 2Rs)éed ), [282 — 1] /[1pésd 1]} if 0 < v < 278s or oo
the transmitter is a primary or a secondary node, respégtiveotherwise. To impose the QoS requiremeg@s= (ds, Rs,
The relation between transmitter and receiver is given ky) we need the expression of the outage probability that
Yan(b,t) = d;Z/th(b)xa(b,t) + za,n(b,t), whered, , is a secondary packet (superimposed with a primary message)



transmitted by a secondary node is not decoded correctly byAt time k£ = 0, only the primary sourcé, has the packet
a secondary node placed at distadcé his term is given by and the Markov chain is in state (i.e., o = s). In the
first transmission slots = 1, P, transmits its packet and the
Pousdd) =1 —exp [— min (H(sl)vﬂ(sm)} ; (3) system moves ta; D s. If Py ¢ x4, a relay nodex € z;
(either primary or secondary) is selected framto transmit
Where”H,(Sl) and ’Héz) have a similar form ofH,é,l) and ’Hég) the packet in the next time slét= 2. This process is iterated
(for further details see [11]). Imposing the condition om thfor the subsequent slots = 3,4,..., until the destination
outage probability as?u,sgds) = €s, we can numerically node P; correctly receives the packet, i.62; € zj. At this
extract the parametef from this equation for any given ratepoint, the Markov chain transitions to the final stgtewith

pair (Rp, Rs). probability one and the cost associated with this transiio
) zero.
B. Performance Metrics The dynamics of the network are captured by transition

Thanks to spectrum leasing, the primary network can gaaiobabilitiesp,,(a), z,y € Q, with y D = anda € x, which
on two fronts: 1) throughput, because of an improved mudtiusreturn the probability that, starting from state the system
diversity in the selection of the next hop, due to the avditgb transitions to statg, that is, nodes iry \ « correctly receive
of secondary nodes; 2) primary energy consumption, duettee packet, when node (action)is elected as the relay. For
the fact that transmissions can be delegated to the segondhe computation op.,(a), we define theoutage probability
network. Pout(a,n) for any noden € 7 whena is the transmitter and

We define theprimary end-to-end throughpuf(k, Rp, Q)  da,n is their distance:
as the average number sficcessfullytransmitted bits per
second per Hz, given the total number of hdpshe primary Pout(a,n) = Poup(da,n)  whena € Rp U {Fo}
transmission rat&®p and the tupleQ. Using renewal theory, Poutsfda,n) Whena € Ry .
the throughput is given as (see, e.g., [15]):

(6)

Moreover, forz # f with P; ¢ x andy # f, we define

T Re. Q) = i @ Py@= [ O-poulan)] [] poulam). @
n’ﬂEEyTnSél.z m i '2 yS.I.

where M is the total number of time slots used to correctl;i_huS it follows that

forward a given primary packet from the sourég to the '

destination P;, i.e., M = Mp + Ms where Mp and Ms 0 (Ppexzorz=f)andy # f
represent the number pfimary andsecondary transmissions 1 (Pyezorz=f)andy=f
respectively. We also define the primary enefgék, Rp, Q) Payla) = du —

as the average overall energy spent by the primary network 0 Pad¢w o fandy=f
to deliver a packet successfully, normalized with respect t Fuyla) Pi¢x x# fandy# f

the energy expenditure of a single primary transmission.The final statef is absorbing, i.epsr(a)=1,Vaef.

(8)

slots that involveprimary transmissions, goal is to minimize the total expected discounted cost
E(k,Rp, Q) = E[Mj). ) o0
J(s) EBx | D Are(w,ay)|wo = 5| 9)
I[11. OPTIMAL ROUTING POLICIES k=0

The problem to be solved is to find optimal routing transmigvhere v € (0,1) is a discount factor andi,[-|zo = s]
sion policies for the scenario discussed above. With tha tefs the conditional expectation given that routing policyis
optimal we refer here to policies that maximize the expect@inployed. The cost(z,a,y) is incurred when the current
throughput throughput optimgl and minimize the expectedstate isz € 2, actiona € z is selected and the system moves
total transmission energy expended by primary usenergy to statey € Q. In detail, we have
optimal), across all the possible evolutions of the system, or
a combination of throughput and primary energy through a
weighting factora € [0, 1]. We show below that the problemwhere cty.(z,a,y) accounts for the throughput cost
can be formulated as an instance of stochastic routing [9]. cg(z, a, y) is theenergy cosfor the primary users involved in

Time is slotted and a single copy of the packet is tranthe transmission process ande [0, 1] is a weighting factor.
mitted in any slotk = 0,1,2,3,.... The system evolution is The cost functions in (10) are defined as follows. For the
described through a suitable Markov chain with stateg €2, throughput cost we setry,, (z,a,y) =1,Vz,y € Q,a € SO
where( is the set of all states ang, C 7 identifies the nodes that the total accumulated throughput cost equals the numbe
that have correctly decoded the packet up to and including ti of transmissions performed to correctly deliver a data pack
slot k. Moreover, we define thetarting states and thefinal from P, to P;. Due to (4), minimizingery, IS equivalent to
statef. maximizing the end-to-end throughput.

c(x,a,y) = acrne(z,0,y) + (1 — a)eg(x, a,y) , (10)



For the energy cost we have, a primary or a secondary node. OtherwiseKif.s = 0, the
current primary transmitter is the last primary node that lsa

c(z,a,y) = {1 whena € Rp U {Po} (11) used along the routing path frof, to P;. Subsequent relays

0 whena € Rs. must all be secondary nodes.

Thus, cx(z, a,y) accounts for the number of primary trans- Observe that using the energy budgethas the potential
missions associated with the transition framto y, so that drawback of limiting the available multiuser diversity,faser
the accumulated energy cost represents the total number&seivers will be available to act as relay, and thus redycin
primary transmissions/p incurred in correctly delivering a the achievable end-to-end throughput. Moreover, secgndar
packet fromP, to ;. Hence, due to (5) minimizing the energySers only allocate a portion of the total power for their
cost cg(z,a,y) amounts to minimizing the total primarypr_lmarytransm|SS|(_)ns, S{o] thatthgy can cover a shortaardist
energy expenditure to correctly deliver a packet from th#ith respect to primary transmissions for the same outage
sourceP, to the destinatiorP;. probability (assuming they use the same transmitting ppwer
Using the definitions above, the problem is an instance ¥{€ now detail two heuristic routing policies for primary
the stochastic routing problem defined in [9]. Thus, an ogtimPackets.
policy in the form of an index policy for the considered
problem is guaranteed to exist and can be found using the K -Closer

algorithms provided in [9]. In [9], both a centralized and 1ne i-Closer policy aims at minimizing the overall number
a distributed implementation are provided. The centrélizgy petwork transmissions while controlling the energy con-
implementation has a complexity @(|7?), requires full ' gymption of primary users through the budget paraméater
knowledge of the network topology and can be used to 0btgig; ys consider a generic transmitter at time stptwhich
oﬁling, optimal in_dex policies. In pa_rticular, the cenizad | gadcasts a copy of the primary packet. All nodes that
algorithm determines a global ranking of the nodes of th&rectly receive it are ranked by the transmitter accaydin
network that can be used at each hop to determine §eieir distance from the destinatidfy so that closer nodes
best relay node. The distributed implementation computes t,4e a higher rank.Now, if K,es > 0, the transmitter elects
optimal index policies in a distributed fashion through thgg ihe relay the receiver with the highest rank; if this nesei
repeated exchange of local information among neighboring 5 primary node/,. is decremented by one while it is
nodes. The convergence time of the distributed implemiemntat o unchanged otherwise. On the other handgif,, = 0, the

depends on the particular network topology and thus canfgpinsmitter elects as the relay the secondary node having th
be inferred a priori. highest rank. This process is iterated until the primarykpac

IV. HEURISTIC ROUTING POLICIES is correctly received by’;.

In this section, we detail two low-complexity heuristic pol
cies that adopt the spectrum leasing via opportunistidmgut B. K-One Step Look Ahead(tOSLA)
technique and are suitable for a distributed implemematio The potential drawback of¢-Closer is to choose, due to
With these policies the relay selection is made on the fijie limited amount of information that it uses, a relay with
by the current transmitter at each hop, only based on loeglsmall number of neighbors in its proximity. Notably, this
interactions. The optimal policies of Section Ill, insteade |eads to an increase in the average number of retransmsssion
determined either through a centralized solver that reguirthat are necessary to reach the next relay. In what folloves, w
full knowledge of the network topology and are then used isxtend theK -Closer heuristic to avoid this situation.
an offline manner, or through a distributed computation Whic Fqr any nodea € Rp U Rs let 6, = d, p,, denote the
requires an iterative exchange of messages among neighboproximity of « to the destination?;. We assume that each
nodes in order to converge to the optimal solution. nodea can collect this proximity metric from all nodes (both
We introduce grimary energy budgek” which permits to primary and secondary) that are closer to the destinati¢m wi
control the trade-off between the primary energy consumptirespect to itself. After thaty builds an ordered se(a) as
and the end-to-end throughput. In particuld, represents fgllows: B(a) = {m,nz, o ,ms(an}, wheren; € T~ {P,}
the maximum number of primary relays that can be used #@d 5, > Oni > Onyirs i = 1,...,|B(a)] — 1. At the same

route any given primary packet fromfi, to P (note thatX  time, nodea determines the ordered subg&t(a) C B(a),
does not take into account the retransmissions performed,biyh BS(a) = {ml’mg, . ,m|35(a)|}, which only contains
these nodes). We considered this definitiosofor analytical the secondary nodes I8(a). This procedure is carried out for
simplicity and to reduce complexity. each node: € Rp U Rg, except the destinatioR;.

The primary energy budgeX is stored within the packet also, |et gan = 0,6, denote the geographical advance-
header and decremented by one unit each time a new primaf¥nt of ¢ toward P, provided by a relay node. Moreover,

relay is selected. At each time slét= 0,1,..., we have e define the expected geographical advancement toward
K = Kused + Kres, Where K soq is the number of primary

relays already used in the current routing path. If th_e reid 1This implies a feedback mechanism from the receivers tortmesmitter,
energy budgetk,.s > 0 then the next relay can either bewhose design is out of the scope of this work.



the destination provided by node when both primary and :

. ' Optima1'—0—
secondary nodes can act as relay as: 0.6 K-OSLA O
a=1 K-Closer -->¢---
|B(a)] |B(a)] /',4 Optimal, No SL. ¥
90 =Y o[l = pout(@ni)] I] poula,ny) . (@2 5 03 yas KCQloser NoSL 4 |
— 2 Z (g
=1 Jj=1+1 ﬁ o / & 4
Similarly, we defineg? as the expected geographical ad- = /
vancement toward the destination given by nadghen only < / %
secondary nodes can be selected as relay, i.e., g 03
5l Y
185 (a)| 185 (a)| o2 1270 ;‘9 *ag]
95 = Z Ya,m;[1 = pout(a, m;)] H Pout(a,mj) . (13) / Q K=0
i=1 Jj=i+1 01
Finally, we introduceG,,, = ga.n + gn that represents the 0 2 4 6 8 10 12
overall expected advancement, with respect tgprovided in Primary Energy [dB]
tSh_e 'Te)l(t ;[jW(f) tr:’(;ljn_SSGmISSSIOI‘I hopi bsy the selection of nede Fig. 1. End-to-end throughputs overall primary energy plotted varying
imilar efined | = Ga.n . a € [0, 1] for the optimal policy (solid line) and< € {0,..., Ng} for the
K-OgLA works asaf’gnowgs_' Leagt;Le the node that sends théleuri[stic }policies (d%tt_ed Iir;es))./ 1('he result)§ are obtaéilfm Np :S;Vs =8,
primary packet andry, . .., 7y} be theM nodes that success-S ~ 0 B, Re =3 bits/s/Hz andRs = 1 bits/s/Hz.
fully decoded it. If K;..s > 1, the transmittern rearranges this
set according to the metri¢€s, ., ..., G,  @nd selects as , , ,
the r_elay the r_eceiver nodé € {ry,...,ra} with the higlhest 06 La..Ns=12 §;8§;};§}; E:g ‘.’.‘.‘.§.’.‘.‘; i
metric G - (i.€., Ggr > Gop, Vi=1,...,M). If r*is a ‘Cx AN Optimal, o= —e—
primary user,K..s is decremented by one. Whdi,.s = 1, - 05 X S
the transmitter, orders the sefry,...,ra} using the metric g ' v
Gf,” or G, r, in case that; is a primary or a secondary node, _2;
respectively, with; = 1,..., M. Afterwards, the transmitter = 04
selects as relay the receiver node with the highest menit, a £
if it is a primary user,K,.s is decremented by one. Finally, 2 03
if K..s = 0, only secondary nodes of the spty,... 7y} =
are ranked according to the metid&; , and the secondary 0.2
node having the highest metric is selected by the tranamitte
as the next relay. This procedure is iterated until the piaiske 0.1
correctly received byP;. 4 5 6 7 8 9 10 I 12

Primary Energy [dB]

V. NUMERICAL RESULTS

. . Fig. 2. End-to-end throughputs overall primary energy: comparison of
We consider a random network with one soure one optimal throughput policy = 1) and the two heuristic policies with' = 8.

destinationP;, Np = 8 primary nodes, an equal transmittingfé_mh point in the graph represents the pair end-to-end ghput and overall

; ! - primary energy plotted varying the number of secondary sodeployed
power fpr primary and secondary users, iB = Fs, Ng € {0,2.4,6,8,12}, with Np — 8, € — —5 dB, Rp = 3 bits/siHz
which yields &g = &s = &, where we sett = —5 dB. andRs = 1 bits/s/Hz. Ng = 0 represents the case where spectrum leasing
Relay nodes are uniformly placed at random in a squdpenot used.

area with normalized side equal to one, where solcand

destinationP,; are positioned in the middle of two opposite

sides. Optimal policies are obtained setting- 0.99, which is when spectrum leasing is not used (indicated in the figure

adequate for static networks. The fraction of power alledad as “No SL”) is also shown for comparison. We observe that

primary transmissions is computed by obtaining the largesicooperation via spectrum leasing allows for improved perfo

¥ that satisfy Poysgds) = es for es = 0.1 and a distance mance in terms of throughput and energy. BafkiCloser and

ds = 0.1 (see (3)). We plot the performance of the considerdd-OSLA for increasingK provide better throughput perfor-

routing schemes in terms of primary end-to-end throughpuance at the cost of a slightly increased primary energy

(4) vs primary energy consumption (expressed in dB, i.econsumption. This is due to the fact that larger values of

10log,y E(k,Rp, Q), see (5)). K enable the selection of a large number of primary relay
In Fig. 1 we setRp = 3 bits/s/Hz, Rs = 1 bits/s/Hz nodes. As expectedK-OSLA improves overK-Closer in

and Ng = 8. The points in this figure have been obtaineterms of throughput performance, especially for high velue

by varying « in [0, 1] for the optimal policy (Optimal) and of K (K > 3 in the figure). In fact, for increasing’ the

K in {0,...,Ng} for the heuristic policies K-Closer and multiuser diversity is higher as more primary nodes can be

K-OSLA). The performance of optimal and heuristic policieselected along the path frof), to P;. Notably, we found that



- : routing protocols. The same plot has also been obtained
06 Koy Ns =12 85322%2? i . for K-Closer, which showed similar behavior (e.g., see the
/‘ : K-OSLA 0=~ performance in Fig. 2), except for the fact that this scheme
05 has lower throughput performance with respectieOSLA.
Neverthelessk-Closer may also be a good candidate scheme
0.4 o
03 >§ K=0

for implementation due to its low complexity.

VI. CONCLUSIONS

5 o.. In this paper, a spectrum leasing solution to the problem
of coexistence of primary and secondary nodes is proposed,

wherein secondary nodes are granted the possibility tenén

by the primary network in exchange for forwarding primary

packets. Routing decisions are made by the primary network i

an on-line fashion according to the principle of opporttinis

Primary Energy [dB] routing based on the secondary QoS requirements. We refer to

Fig. 3. Impact ofK on the heuristic policy{-OSLA by varying the number this .Strategy. a.s SPeCtrum leasing Vla. cooperative oppstian

of secondary nodes deployeds € {2, 4, 6,8, 12}, with Np — 8, ¢ — —5  routing. Optimization of the strategy is tackled by framthg

dB, Rp = 3 bits/s/Hz andRs = 1 bits/s/Hz. The performance of the optimalrouting design as a stochastic routing problem. Two hdarist

routing policy is also shown by varyin@/s € {2,4,6,8,12} for a = 0 policies with lower complexity are also proposed, showing

(energy optimal) andv = 1 (throughput optimal). . . ! .
performance close to the optimal policy. Moreover, nunaric
results lend evidence to the throughput and energy gains tha
can be attained by the proposed spectrum leasing approach by

the throughput increase @ -OSLA can even be much largerthe primary network, all the while allowing also the secayda

than the one obtained in Fig. 1 if we increaBg (i.e., the nodes to transmit.

secondary QoS requirements); these results are not shaen he

due to space constraints. For the primary energy consumptio

as expected, fok = 0 (i.e., the relays are all secondary nodes 1] C. Lott and D. Teneketzis, “Stochastic routing in ad ho@eless
P . O( y . y j networks,” in Proc. of IEEE Conference on Decision and Control
the energy expenditure of the two schemes is the same. thstea  sydney, NSw Australia, Dec. 2000.

for K > 1, K-OSLA has a slightly higher energy consumption[2] P. Larsson, “Selection Diversity Forwarding in a Mutiih Packet Radio

with respect toK-Closer and this is due to the fact that the  Nework with Fading Channel and CapturéfCM SIGMOBILE Mob.
. . . Comput. Commun. Rewol. 5, no. 4, pp. 47-54, Oct. 2001.
expected advancement metric slightly favors primary notes 3 m. Naghshvar, H. Zhuang, and T. Javidi, “A General Cla3furough-
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