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Abstract— The focus of this abstract is on a complete system for algorithms such as [9] assume that each node knows its n&ighb
interest dissemination and routing in wireless sensor netarks. To  and their awake/asleep schedule, whereas the techniqug} in
this end, we integrated algorithms developed in the recentterature, have their strenght in that no such knowledge is requirec Th
which we modified by optimizing their efficiency under very lov ) b . . o
duty cycle operations. Each sensor is autonomously capablef work described in this abstractlls a step towards the design o
initiating neighbor estimation procedures, forwarding data traffic ~complete and self-adaptable wireless sensor system, whese
towards the sink or propagating interests (sink— sensor nodes). of the above schemes should work in a coordinated manner.
These operations are executed in parallel and as differentasks of We jointly account for 1) awake/asleep scheduling protscol
the same protocol. Routing is carried out by exploiting hop ount (Section 11-A), estimation of the number of neighbors of feac
coordinates, which are proactively propagated along with riterest ) . .
dissemination packets. Moreover, MAC and routing algorithms are Se“SF” node (sectlop ”'_B)' MAC/routing sc?hemes (Sectle@)l
jointly designed to improve both energy consumption and thejuality —and interest dissemination methods (Section 11-B). Eaciswe
of the selected paths. Finally, neighbor estimation algothms are communicates with its neighboring nodes in three casesol) t
activated on demand and exploited to optimize the operatiomduring send a data packet towards the sink node, 2) to propagate an
all phases of the protocol. interest (broadcast communication) and 3) to estimate tineber
of neighbors. These three tasks are interleaved during dlde n

. ) lifetime and their settings may be dynamically changed eting
Many solutions for wireless sensor networks have been pig-the node requirements.

posed in the recent literature [1][2][3][4][5][6]. This wioranges
from data dissemination algorithms [3] to channel accesk-te Il. DATA DISSEMINATION FRAMEWORK
niques [2][S][7][6] as well as solutions for interest dissea- A. Sleeping behavior

tion [1][8][9] and neighbor estimation [7]. The work on imésst Sleepi ;
. L . . S ping modes are implemented to reduce energy consump-
dissemination starts with the directed diffusion protdddl In [1] tion and prolong network lifetime. When a node does not have

floqding is used to propagatg interests and. set up a gradi Bfa traffic to send, it follows the so calldolasic sleeping
wh|c_h is subsequently usec_j in the da_lta retrieval phase o Bhavior According to this algorithm, a given node divides
— sink). In [8][9] more re'fmed techniques were prqposed_t@me into periods ofl" seconds gleeping cyclgperiods). At the
lower the energy consumption and overhead incurred in flupdi end of every sleeping cycle it randomly picks a real number
This objective is achieved at the cost of a minimal decreage [0,7(1 - d)], whered > 0 is the duty cycle. During the
.Of the reliability performance (number Qf nodes reached *?y %ubseq’uent slee;;ing cycle, the node will sleep for the first
Interest messa}ge). Forther methods to increase energieatic seconds, after which it will wake up and remain in the active
can be fOL”?d in [2], _where the authors_; present a channel SCCERte (listening to the wireless medium) fBd seconds, and then
scheme which explo¢s the node sleepmg behavior. Dataaigll it will go back to sleep up to the end of the sleeping cycle.eNot
protocols_(nodes—> _smk) can be found in .[3] and [4]_' Here, hat sleeping cycles at different nodes are not synchrdnizkee
geographical coordinates are used to build a gradient to Seping mode dynamics are slightly different when a node ha

followed to transmit data to the sink. Moreover, MAC and ingt data to send. In our work, we adopt a CSMA-based MAC. Hence
protocols are integrated and work under aggressive awslgefa ¢, sending its data a node first senses the channel tot dete

sleeping cycles. Recent work ["'__’][7][,6] focuses on both mdlir_1 ngoing transmissions. If the channel is sensed idle, thstaiits
EAAC Iproclegure_s and to tT]e estlma;tjlon_ of t\f;ve numbehr ?f N€19%Ke channel contention with its active neighbors in ordeelext
ors (local density) at each sensor device. We note thaiquev a relay node. The node remains active during the whole chhanne

research mainly focuses only on some aspects of the wh Bahtention until a relay node is finally elected and the packe

sensor gystem, by either addresglng the forwarq (|.nterezst orwarded. The contention follows the procedure described
semination) or backward (data delivery) communicationgeisa Section 11-C

without considering them together. Integrating these tlwages
poses some challenges. For instance, interested disg@ninaB. Node density estimation

For proper operation, many of the techniques considered in
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6/B, 35131 Padova, Italy:Computer Science Department, University of Romepl“!r app_roach require _Ioca_l density estimates. In t_hls BBCWG
La Sapienza. Via Salaria 113, 00198 Roma, Italy. briefly discuss the estimation procedures that we impleeteint

I. INTRODUCTION



our framework. Each node turns on and off its radio according;(n — 1). Nodes in set\;(n + 1) are not considered as they
to a duty cycled, which is assumed to be common to all nodegery unlikely lead to satisfactory solutions [10]. In adaiit, at

in the network. Our aim is to precisely estimate the total bam the current node, we associate a (normalized) caste [0, 1]

of nodes within coverageof target node including both active to each link(z, ), 7 € N;(n — 1) U N;(n). These costs may
and sleeping devices. To this end, we implemented an iteratbe related to queue lengths (congestion), node residuafjiese
estimation procedure as follows. The estimation algorittem link states in terms of success probability, etc. We refer to
executed in rounds. At each estimation round the target noffe ;, € N;(n — 1), j%, € N;(n) and toc!,_,, ¢!, as the minimum
counts the number of active nodes within coverage. This caast nodes in setd/;(n) and N;(n — 1) and their associated
be achieved using known multiplicity estimation algorithnTo costs, respectively. We further defiferwarding cycleas the
this end, we considered two alternative approachks: first sequence of steps between the forwarding stage where a node
approach exploits the Binary Tree Estimation (EBT) schemeavith hop countr is reached for the first time and the stage where
proposed in [7]. This algorithm uses a binary tree search aacheighbor with hop count — 1 is eventually selected as relay.
allows for both a complete counting of the in-range devicda order to minimize the delay, the optimal choice would be to
as well as a partial counting. In the partial counting cabke, talways forward the packet towards nogle ;. However, when
algorithm provides estimates for the total number of ing&n the cost of link(i, j!_,) is high, it might make sense to route
neighbors and indications of the estimation errors. Heloees the node towards nodg,, with the hope that this node has a
might use the algorithm to either couat active in-range devices more convenient neighbor with a HC equakte- 1. In this way,

or stop the procedure after having discoveaeslifficienimumber we actually postpone the hop count advancement( n — 1)

of neighboring nodes. In this abstract, we consider the det@p to the next forwarding step. In mathematical terms, thiatsgyy
counting methodThe second approacithat we call WINDOW, makes sense whet,_, — ¢, < &, where& is the expected
uses a simple protocol based on a contention window as fellowninimum cost among nodes with HZ — 1 at the next stage
The inquirer (target node) starts the counting procedunelisg ¢+ 1. In the following, we refine this concept by presenting the
a REQ message, which is followed by a window 1¢f time online optimal routing policy in our settings. See [10] foioamal
slots. On receiving the REQ, each node randomly picks a slotgroof of its optimality. At every stagé > 0, a decision has to be
1,2,..., W and replies with a short packet (whose transmissianade on whether the packet has to be forwarded to nfde
time fits into the slot duration) including its own identifiéd). or nodej’. The cost accumulated (assuming additive costs) from
The interrogator collects the number of successfully tngitted the beginning of the current forwarding cy€l€'(t) is defined
packets in the window and memorizes the ids of the relates Cyo(t) = Cpar(t) + ¢f,_;, whereCy,.(t) is given by

nodes. For each subsequent estimation round, the windav siz

is taken as twice the current estimate of the number of active 0 ) t<1

neighbors. Note that EBT is more accurate than the window Char(t) = { < (1)
. . P E & or>1

based approach as contentions are distributed along bireeyg e n

which eventually discover each active neighbor within mnig

the window based approach, instead, collisions may alwegsro The minimum cost of all paths to a node with hop count 1
even if we increase the window size. encountered by the packet from stépto stept (the current

C. Routing and MAC algorithms step) is evaluated a€%"(t) = ming<k<t § Crot(k) p. It can

For the routing, we implemented SARA (Statistically Assist be proven [10] that the online optimal routing policy obefs t
Routing Algorithm), the solution in [10]. Packets are ralitefollowing stopping seBy = { X; : O™ (t) — Cpar (t+1) < € 3.
towards the sink node by exploiting hop count (HC) topolegie , i , ,

Hop counts are propagated/updated during the interestrdigg- |12t iS, at timet the packet is routed towards nogg_, if

tion phase according to a procedure similar to the one inHg], the |nequal!ty in setB, Is verified. These routhg procedures
accounting for backoff intervals as in [11]. Routing is mbse have been mtegr'ated'wnh a cost-based probablllstlc CSDAMA-

as a sequential decision process[10], where at every decistc€me as detailed in [12]. The result is a cross-layer based
stage a node has to take a specific action, which consists'@{ting algorithm where next hops are selected during tizenl
selecting the best relay node for the current transmisgissume 2CCess, by leading to a routing table free scheme.

that the currently occupied node is nodethat its hop countis p_ |nterest dissemination algorithms

HC(i) = n and that the forwarding process is at stage N,

. . o . Algorithms for interest dissemination are a fundamentat pa
where time evolves one unit every decision stage (forwardin ) . .
. o +  of the overall network system. This operation usually ives|
action). We defineVi(n), Ni(n — 1) and Ni(n + 1), n € N one-to-all communication which is initiated and governed b
as the sets of neighbors of nodewith HC equal ton, n — 1 9

andn + 1, respectively. The problem to be solved is to deci ge sink. However, we observe that broadcasting data inosens

S : networks may be expensive and, at the same time, challenging
which is the best relay among the nodes in sifgn) and This is mainly due to the sparse and very often unconnected

Hop counts are defined as the minimum number of transmissioresach the tOPOlOgy arising from the nodes’ sleeping behavior. In espt

sink from a given node, according to the logical topology sidared, which is
not necessarily the radio connectivity structure [9]. 2 We assume that the current cycle started at time



60 . . is placed at the center of the area. Channel capacity isalypic
e of sensor networking 38400bps). All the nodes have a fixed
L transmission range df0m. Two types of nodes are considered:
ow. : Resource-rich nodesi¢h nodes in the following), equipped with
40 WINDOW, o | 240 Joules of initial energy, andoor nodes, that have only8
Joules. Generation of new packets follows a Poisson progess
R@ new packet is generated roughly every two seconds and arsenso
& node is selected randomly and uniformly as its source.
20 o, The effectiveness of SARA in choosing as relay rich nodes
s s more likely than poor ones. At high network densities and for
high duty cycles, each node can select among a large number
of neighbors. This allows SARA to exploit at best the weight-
based relay selection. When= 300 andd = 0.5, 70.5% of the
forwarded packets are handled by rich nodes, leading tactafée
energy balancing. In sparser scenarios and low duty cyeales (
150 andd = 0.1) the degree of freedom of each node in selecting
Fig. 1. Comparison of estimation procedures relays is lower. We observe that when no rich nodes are &laila
which are closer to the sink, a node prefers to forward thédgiac
this, however, good broadcast algorithms should be ableaohr to a same-layer rich node. This happens frd#gto 42% of the
all nodes in the network within a single flood, including teostimes.
nodes that are asleep. To achieve these goals, we adofitethe Routing delivered packets to the sinkif0% of the cases and
works protocol in [9]. fireworks is a simple probabilistic scheménterest dissemination was able to reach the majority ofesod
which does not require any overlay network to be set up & 90%) in all experiments. Overall, the integration of SARA
advance. If the forwarding probabilities are correctly ignured, and the fireworks-like interest dissemination algorithnoves
all nodes in the network are reached with high probabilitd arfo be a promising approach for reliable, and energy efficient
with low overhead. The analytical properties of the schemse epperations in wireless sensor networks. Further resusisyell
detailed in [9] together with extensive performance corgmanrs  as the development of an experimental testbed are the blgject
with respect to flooding and gossiping. Our interest herenis ©f our current work.
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