A General Linear Mixed Models Approach to Study System Component Effects
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ABSTRACT

Topic variance has a greater effect on performances than system variance but it cannot be controlled by system developers who can only try to cope with it. On the other hand, system variance is important on its own, since it is what system developers may affect directly by changing system components and it determines the differences among systems. In this paper, we face the problem of studying system variance in order to better understand how much system components contribute to overall performances. To this end, we propose a methodology based on General Linear Mixed Model (GLMM) to develop statistical models able to isolate system variance, component effects as well as their interaction by relying on a Grid of Points (GoP) containing all the combinations of analysed components. We apply the proposed methodology to the analysis of TREC Ad-hoc data in order to show how it works and discuss some interesting outcomes of this new kind of analysis. Finally, we extend the analysis to different evaluation measures, showing how they impact on the sources of variance.

1. INTRODUCTION

The experimental results analysis is a core activity in Information Retrieval (IR) aimed at, firstly, understanding and improving system performances and, secondly, assessing our own experimental methods, such as robustness of experimental collection or properties of the evaluation measures. When it comes to explaining system performances and differences between algorithms, it is commonly understood [10, 17, 23] that system performances can be broken down to a reasonable approximation as

\[
\text{system performances = topic effect + system effect + topic/system interaction effect}
\]

even though it is not always possible to estimate these effects separately, especially the interaction one.

It is well-known that topic variability is greater than system variability [23, 26]. Therefore, a lot of effort has been put in better understanding this source of variance [17] as well as in making IR systems more robust to it, e.g. [25, 28], basically trying to improve on the interaction effect. Nevertheless, with respect to an IR system, topic variance is a kind of “external source” of variation, which cannot be controlled by developers, but can only be taken into account to better deal with it.

On the other hand, system variance is a kind of “internal source” of variation, since it is originated by the choice of system components, may be directly affected by developers by working on them, and represents the intrinsic differences between algorithms. Its importance is witnessed by the wealth of research on how to compare systems performances in a reliable and robust way [1, 2, 4, 9, 20–23, 27].

However, a limitation of the current experimental methodology is that it allows us to evaluate IR systems only as a kind of “black-boxes”, without an understanding of how their different components interact with each other and contribute to the overall performances. In other terms, we consider system variance as a single monolithic contribution and we cannot break it down into the smaller pieces (the components) constituting an IR system.

In order to estimate the effects of the different components of an IR system, we develop a methodology, based on General Linear Mixed Model (GLMM) and ANalysis Of Variance (ANOVA) [13, 18], which makes us of a Grid of Points (GoP) containing all the possible combinations of inspected components. The proposed methodology allows us to break down the system effect into the contributions of stops lists, stemmers or n-grams and IR models, as well as to study their interaction.

We experimented on standard Text Retrieval Conference (TREC) Ad-hoc collections and produced a GoP by using the Terrier⁴ open source IR system [12]. This gave us a very controlled experimental setting, which allowed us to systematically fit our General Linear Model (GLM) and break down the system variance. Note that such a controlled experimental setting is typically not available in evaluation campaigns, such as TREC, where participating systems do not constitute a systematic sampling of all the possible combinations of components and often are not even described in such a detail to know exactly what components have been used.

We applied the proposed methodology to TREC 5, 6, 7, and 8 Ad-hoc collections and we employed different measures – AP, Precision at 10, RBP, nDCG@20, and ERR@20. This setup allows us not only to highlight how components contribute to the overall system variance but also to gain

Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org.

SIGIR ’16, July 17-21, 2016, Pisa, Italy
© 2016 ACM. ISBN 978-1-4503-4069-4/16/07... $15.00
DOI: http://dx.doi.org/10.1145/2911451.2911530

http://www.terrier.org/

⁴ http://www.terrier.org/
insights on how different evaluation measures impact on system and component variances.

The paper is organized as follows: Section 2 presents related work; Section 3 introduces our methodology; Section 4 experiments the proposed methodology; and, Section 5 draws conclusions and discusses future work.

2. RELATED WORKS

The impossibility of testing a single component by setting it aside from the complete IR system is a long-standing and well-known problem in IR experimentation, as early remarked by [16]. Component-based evaluation methodologies [6–8] have tried to tackle this issue by providing technical solutions for mixing different components without the need of building a whole IR system. However, even if these approaches allowed researchers to focus on the components of their own interest, they have not delivered yet estimates of the performance figures of each component.

The decomposition of performances into system and topic effects has been exploited by [1, 23] to analyze TREC data; [4] proposed model-based inference, using linear models and ANOVA, as an approach to multiple comparisons; [10] used multivariate linear models to compare non-deterministic IR systems among them and with deterministic ones. In all these cases, the goal is a more accurate comparison among systems rather than an analysis and breakdown of system variance per se. [17] applied GLMM to the study of per-topic variance by using simulated data to generate more replicates for each (topic, system) pair in order to estimate also the topic/system interaction effect; however, they did not use real data nor did focus on breaking down the system effect.

The idea of creating all the possible combinations of components has been proposed by [7], who noted that a systematic series of experiments on standard collections would have created a GoP, where (ideally) all the combinations of retrieval methods and components are represented, allowing us to gain more insights about the effectiveness of the different components and their interaction; this would have called also for the identification of suitable baselines with respect to which all the comparisons have to be made. Even though [7] introduced the idea of a GoP and how it could have been central to the decomposition of system component performances, they did not come up with an full-fledged methodology for analyzing such data and breaking down component performances, which is the contribution of the present work instead.

More recently, the proliferation of open source IR systems [24] has greatly ameliorated the situation, allowing researchers to run systematic experiments more easily. This led the community to further investigate what reproducible baselines are [5, 11] and the “Open-Source Information Retrieval Reproducibility Challenge” provided several of these baselines, putting some points in the ideal GoP mentioned above. We move a step forward with respect to [11] since we propose an actual methodology for exploiting such GoPs to decompose system performances and we rely on a much finer-grained grid, in terms of number of components and IR models experimented.

3. METHODOLOGY

The goal of the proposed methodology is to decompose the effects of different components on the overall system performances. In particular, we are interested in investigating the effects of the following components: stop lists; Lexical Unit Generator (LUG), namely stemmers or n-grams; IR models, such as the vector space or the probabilistic model.

We create a Grid of Points (GoP) on a standard experimental collection by running all the IR systems resulting from all the possible combinations of the considered components (stop list, LUG, IR model); we consider stemmers and n-grams as alternative LUG components, thus we do not consider IR systems using both stemmer and n-grams.

Given a performance measure, such as Average Precision (AP), we produce a matrix $Y$, as the one shown in Figure 1, where each cell $Y_{ij}$ represents a measurement on topic $t_i$ of the system $s_j$. Note that the column average – i.e., $\mu_j$ – is the performance mean over all topics for a given system, e.g. Mean Average Precision (MAP); the row average – i.e., $\mu_i$ – is the performance mean over all systems for a given topic.

A GLMM explains the variation of a dependent variable $Y$ (“Data”) in terms of a controlled variation of independent variables (“Model”) in addition to a residual uncontrolled variation (“Error”).

$$\text{Data} = \text{Model} + \text{Error}$$

The term “General” refers to the ability to accommodate distinctions on quantitative variables representing continuous measures (as in regression analysis) and categorical distinctions representing groups or experimental conditions (as in ANOVA). In our case, we deal with categorical independent variables, as for example different types of stemmers, which constitute the levels of such categorical variable. The term “Linear” indicates that the “Model” is expressed as a linear combination of factors, where the factors can be single independent variables or their combinations. In our case, we are interested both in single independent variables, i.e. the main effects of the different components alone, and their combinations, i.e. the interaction effects between components. The term “Mixed” refers to the fact that some independent variables are considered fixed effects – i.e. they have precisely defined levels, and inferences about its effect apply only to those levels – and some others are considered random effects – i.e. they describe a randomly and independently drawn set of levels that represent variation in a clearly defined wider population; a random factor is indicated by adding a single quote as superscript to the variable name. In our case, the different kinds of systems and components are fixed effects while topics are random effects.

The experimental design determines how you compute the model and how you estimate its parameters. In particular, it is possible to have independent measures designs where different subjects participate to different experimental conditions (factors) or repeated measures designs, where each subject participates to all the experimental conditions (factors). In our case systems and their components are the experimental conditions (factors) while topics are the subjects and, since each topic is processed by each system, we have a repeated measure design.

One advantage of repeated measures designs is a reduction in error variance due to the greater similarity of the scores provided by the same subjects; in this way, variability in individual differences between subjects is removed from the error. Basically, a repeated measure design increases the statistical power for a fixed number of subjects or, in other
terms, it allows us to reach a desired level of power with less subjects than those required in the independent measures design.

A final distinction is between crossed/factorial designs, where every level of one factor is measured in combination with every level of the other factors, and nested designs, where levels of a factor are grouped within each level of another nesting factor. In our case, we have a crossed/factorial design because in the generated GoP we experiment each possible combination of components.

### 3.1 Single Factor Repeated Measures Design

<table>
<thead>
<tr>
<th>Factor A (Systems)</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>A₁</td>
<td>A₂</td>
<td>...</td>
<td>Aₚ</td>
</tr>
<tr>
<td>T₁</td>
<td>Y₁₁</td>
<td>...</td>
<td>Y₁ₚ</td>
</tr>
<tr>
<td>T₂</td>
<td>Y₂₁</td>
<td>...</td>
<td>Y₂ₚ</td>
</tr>
<tr>
<td>⋮</td>
<td>⋮</td>
<td>...</td>
<td>⋮</td>
</tr>
<tr>
<td>Tₙ</td>
<td>Yₙ₁</td>
<td>...</td>
<td>Yₙₚ</td>
</tr>
<tr>
<td>µ₁-1</td>
<td>µ₂-2</td>
<td>µₖ-2</td>
<td>µₙ-2</td>
</tr>
</tbody>
</table>

![Figure 1: Single factor repeated measures design.](image)

This design is the one typically used when ANOVA is applied to the analysis of the system performances in a track of an evaluation campaign, as in [1,23], where the subjects are the topics and the factors are the system runs. Basically, in this context ANOVA is used to determine which experimental condition dependent variable score means differ, i.e. which systems are significantly different from others.

In our case, we are interested also in a second aspect, i.e. to determine what proportion of variation in the dependent variable can be attributed to differences between specific experimental groups or conditions, as defined by the independent variables. This turns into determining which proportion of variation is due to the topics and which one to the systems.

#### 3.1.1 Model

The full GLMM model for the one-way ANOVA with repeated measures is:

\[
Y_{ij} = \mu + \tau_{i} + \alpha_{j} + \varepsilon_{ij}
\]

where: \(Y_{ij}\) is the score of the \(i\)-th subject (topic) in the \(j\)-th factor (system); \(\mu\) is the grand mean; \(\tau_{i}\) is the effect of the \(i\)-th subject; \(\alpha_{j}\) is the effect of the \(j\)-th factor; \(\varepsilon_{ij}\) is the error committed by the model in predicting the score of the \(i\)-th subject in the \(j\)-th factor. It consists of a term \((\tau\alpha)_{ij}\) which is the interaction between the \(i\)-th subject and the \(j\)-th factor; and, a term \(\varepsilon_{ij}\) which is any additional error due to uncontrolled sources of variance.

#### 3.1.2 Estimators

We have the following estimators for the parameters of the model above:

- grand mean: \(\hat{\mu} = \frac{1}{pn} \sum_{j=1}^{p} \sum_{i=1}^{n} Y_{ij}\)
- mean of the \(i\)-th subject: \(\hat{\mu}_i = \frac{1}{n} \sum_{j=1}^{n} Y_{ij}\) and its effect \(\hat{\tau}_i = \hat{\mu}_i - \hat{\mu}\)
- mean of the \(j\)-th factor: \(\hat{\mu}_j = \frac{1}{p} \sum_{i=1}^{p} Y_{ij}\) and its effect \(\hat{\alpha}_j = \hat{\mu}_j - \hat{\mu}\)
- score of the \(i\)-th subject in the \(j\)-th factor: \(\hat{Y}_{ij} = \hat{\mu}_i + \hat{\tau}_i + \hat{\alpha}_j + \hat{\varepsilon}_{ij}\)
- prediction error of the \(i\)-th subject in the \(j\)-th experimental condition: \(\hat{\varepsilon}_{ij} = Y_{ij} - \hat{Y}_{ij} = Y_{ij} - \hat{\mu}_i - \hat{\tau}_i - \hat{\alpha}_j = Y_{ij} - (\hat{\mu}_i + \hat{\mu}_j - \hat{\mu})\)

#### 3.1.3 Assessment

We can write the model of equation (3.1) introducing the estimated parameters as:

\[
Y_{ij} = \hat{\mu} + \hat{\tau}_i + \hat{\alpha}_j + \hat{\varepsilon}_{ij} = \hat{\mu} + (\hat{\mu}_i - \hat{\mu}) + (\hat{\mu}_j - \hat{\mu}) + (Y_{ij} - (\hat{\mu}_i + \hat{\mu}_j - \hat{\mu}))
\]

which leads to the following decomposition of the effects

\[
\begin{align*}
Y_{ij} - \hat{\mu} &= \hat{\mu}_i - \hat{\mu} + \hat{\mu}_j - \hat{\mu} + Y_{ij} - (\hat{\mu}_i + \hat{\mu}_j - \hat{\mu}) \\
\text{Total Effects} &= \text{Subject Effects} + \text{Factor Effects} + \text{Error Effects} \quad (3.2)
\end{align*}
\]

From equation (3.2), we can compute the sum of squares (SS), degrees of freedom (DF), and mean squares (MS) as follows:

- total effects: \(SS_{\text{tot}} = \sum p_n \sum_{i=1}^{n} (Y_{ij} - \hat{\mu}^2)\) with mean squares \(MS_{\text{tot}} = \frac{SS_{\text{tot}}}{df_{\text{tot}}}\), where \(df_{\text{tot}} = pn - 1\) where \(df_{\text{tot}}\) comes from the fact that we are summing up \(pn\) scores and one degree of freedom is lost because of the grand mean \(\hat{\mu}\).
- subject effects: \(SS_{\text{subj}} = \sum_{i=1}^{p} \sum_{j=1}^{n} (\hat{\mu}_i - \hat{\mu})^2 = \sum_{i=1}^{n} p (\hat{\mu}_i - \hat{\mu})^2\)
  with mean squares \(MS_{\text{subj}} = \frac{SS_{\text{subj}}}{df_{\text{subj}}}\), where \(df_{\text{subj}} = n - 1\) where \(SS_{\text{subj}}\) considers that the quantity \(\hat{\mu}_i - \hat{\mu}\) is the same for all the \(p\) factors which the \(i\)-th subject experiences; \(df_{\text{subj}}\) is calculated by summing up \(n\) times the subject mean \(\hat{\mu}_i\), where one degree of freedom is lost because of the grand mean \(\hat{\mu}\).
- factor effects: \(SS_{\text{fact}} = \sum_{j=1}^{n} \sum_{i=1}^{n} (\hat{\mu}_j - \hat{\mu})^2 = \sum_{j=1}^{n} p (\hat{\mu}_j - \hat{\mu})^2\)
  with mean squares \(MS_{\text{fact}} = \frac{SS_{\text{fact}}}{df_{\text{fact}}}\), where \(df_{\text{fact}} = p - 1\) where \(SS_{\text{fact}}\) considers that the quantity \(\hat{\mu}_j - \hat{\mu}\).

In order to calculate interaction effects, you need to have several scores (replicates) for each cell. The mean of the cell scores is taken as the best estimate of the cell score and is used to calculate interaction effects, with the discrepancy between the mean and the actual score providing the estimate of experimental error. If there is only one score per subject per factor, then a mean and its error cannot be calculated per subject per factor and without these estimates, the factor \(\varepsilon_{ij}\) cannot be separated from the interaction effect \((\tau\alpha)_{ij}\).
is the same for all the $n$ subjects which experience the $j$-th factor; $\text{df}_{\text{fact}}$ is calculated by summing up $p$ times the factor mean $\mu_j$ where one degree of freedom is lost because of the grand mean $\mu_\cdot$.

- error effects

$$SS_{\text{err}} = \sum_{j=1}^{p} \sum_{i=1}^{n} (Y_{ij} - (\mu_i + \mu_j - \mu_\cdot))^2$$

with mean squares $MS_{\text{err}} = \frac{SS_{\text{err}}}{df_{\text{err}}}$ where $df_{\text{err}} = (p-1)(n-1)$ where $df_{\text{err}}$ is calculated by summing up $n$ times the scores where one degree of freedom is lost in the subject scores because of the subject mean $\mu_i$, and one degree of freedom is lost in the factor scores because of the factor mean $\mu_j$.

Note that $SS_{\text{tot}} = SS_{\text{subj}} + SS_{\text{fact}} + SS_{\text{err}}$.

In order to determine if the factor effect is statistically significant, we compute the F statistics defined as:

$$F_{\text{fact}} = \frac{MS_{\text{fact}}}{MS_{\text{err}}} \quad (3.3)$$

and compare it with the distribution $F(df_{\text{fact}}, df_{\text{err}})$ under the null hypothesis $H_0$ that there are no significant differences in order to estimate the probability (p-value) that $F_{\text{fact}}$ has been observed by chance. We can set a significance level $\alpha$ (typically $\alpha = 0.05$) and, if $p$-value $< \alpha$, the factor effect is considered statistically significant.

As introduced above, we are only interested in determining whether the factor effect is significant but also which proportion of the variance is due to that, that is we need to estimate its effect-size measure or Strength of Association (SOA). The SOA is a “standardized index and estimates a parameter that is independent of sample size and quantifies the magnitude of the difference between populations or the relationship between explanatory and response variables” [15]. We use the $\hat{\omega}^2_{\text{fact}}$ SOA:

$$\hat{\omega}^2_{\text{fact}} = \frac{df_{\text{fact}}(F_{\text{fact}} - 1)}{df_{\text{fact}}(F_{\text{fact}} - 1) + \frac{pn}{\omega}} \quad (3.4)$$

which is an unbiased estimator of the variance components associated with the sources of variation in the design.

The common rule of thumb [14] when classifying $\hat{\omega}^2_{\text{fact}}$ effect size is: 0.14 and above is a large effect, 0.06–0.14 is a medium effect, and 0.01–0.06 is a small effect. $\hat{\omega}^2_{\text{fact}}$ values could happen to be negative and in such cases they are considered as zero.

When you conduct experiments, two types of error may happen. A Type I error occurs when a true null hypothesis is rejected and the significance level $\alpha$ is the probability of committing a Type I error. A Type 2 error occurs when a false null hypothesis is accepted and it is concerned with the capability of the conducted experiment to actually detect the effect under examination. Type 2 errors are often overlooked because if they occur, although a real effect is missed, no misdirection occurs and further experimentation is very likely to reveal the effect.

The power is the probability of correctly rejecting a false null hypothesis when an experimental hypothesis is true

$$\text{Power} = 1 - \beta$$

where $\beta$ (typically $\beta = 0.2$) is the Type 2 error rate.

To determine the power of an experiment, we compute the effect size parameter:

$$\phi = \sqrt{\frac{\hat{\omega}^2_{\text{fact}}}{1 - \hat{\omega}^2_{\text{fact}}}} \quad (3.5)$$

and we compare it with its tabulated values for a given Type I error rate $\alpha$ to determine $\beta$.

### 3.2 Factorial Repeated Measures Design

While single factor designs manipulate a single variable, factorial designs take into account two or more factors as well as their interaction. As an example a two factors repeated measure design can be defined extending the design described above, where we manipulated one factor (A), by adding an additional factor (B) and the interaction between them (AB).

We can therefore define a three factors design where we manipulate factors A, B and C which correspond to the stop lists, the LUG and the IR models respectively; with this design we can also study the interaction between component pairs as well as the third order interaction between them.

In Figure 2 we can see a table which extends to three factors the design presented in Figure 1 for a single factor. We can see that the systems are now decomposed into three main constituents: (i) factor A (stop lists) with $p$ levels where, for instance, $A_1$ corresponds to the absence of a stop list, $A_2$ to the indri stop list and so on; (ii) factor B (LUG) with $q$ levels where $B_1$ corresponds to the absence of a LUG, $B_2$ to the Porter stemmer, $B_3$ to the Krovetz stemmer and so on; (iii) factor C (IR models) with $r$ levels where $C_1$ corresponds to BM25, $C_2$ to TF-IDF and so on. We call this design a $p \times q \times r$ factorial design.

Each cell of the table in Figure 2, say $Y_{ijkl}$, reports the measurement (e.g., AP) on topic $T_n$ for the system composed by the stop list $A_i$, the LUG $B_j$ and IR model $C_k$.

The full GLMM model for the described factorial ANOVA for repeated measures with three fixed factors ($A, B, C$) and a random factor ($T'$) is:

$$Y_{ijkl} = \mu + \tau_i + \alpha_j + \beta_k + \gamma_l + \epsilon_{ijkl} \quad (3.6)$$

where: $Y_{ijkl}$ is the score of the $i$-th subject in the $j$-th, $k$-th, and $l$-th factors; $\mu$ is the grand mean; $\tau_i$ is the effect of the $i$-th subject $\tau_i = \mu_i - \mu \cdot$ where $\mu_i$ is the mean of the $i$-th subject; $\alpha_j = \mu_j - \mu \cdot$ is the effect of the $j$-th factor, where $\mu_j$ is the mean of the $j$-th factor; $\beta_k = \mu_k - \mu \cdot$ is the effect of the $k$-th factor, where $\mu_k$ is the mean of the $k$-th factor; and, $\gamma_l = \mu_l - \mu \cdot$ is the effect of the $l$-th factor where $\mu_l$ is the mean of the $l$-th factor; $\epsilon_{ijkl}$ is the error committed by the model in predicting the score of the $i$-th subject in the three factors $j, k, l$. It consists of all the interaction terms between the random subjects and the fixed factors, such as ($\tau \alpha \gamma$)$_{ijl}$, ($\tau \beta \gamma$)$_{ikl}$, and so on, plus the error $\epsilon_{ijkl}$ which is any additional error due to uncontrolled sources of variance. As in the single factor design to calculate interaction effects with the subjects, you need to have replicates; when there is only one score per subject per factor the factor $\epsilon_{ijkl}$ cannot be separated from the interaction effects with the random subjects.
The estimators of the main effects can be derived by extension from those of the single factor design; for instance, the grand mean is  \( \bar{\mu}_... = \frac{1}{rnp} \sum_{i=1}^{r} \sum_{j=1}^{n} \sum_{k=1}^{p} \bar{y}_{ijkl} \) and the mean of the k-th effect is  \( \bar{\mu}_{...k} = \frac{1}{np} \sum_{i=1}^{r} \sum_{j=1}^{n} \sum_{l=1}^{p} \bar{y}_{ijkl} \) and its estimator is  \( \hat{\beta}_k = \hat{\mu}_{...k} - \hat{\mu}_... \). The estimators of the interaction factors – i.e., \( \hat{\alpha}_{ij} \) and \( \hat{\beta}_{ijkl} \) – are calculated by extending equation (3.7).

\[
\hat{\alpha}_{ij} = \hat{\mu}_{ij} - (\hat{\mu}_... + \hat{\alpha}_j + \hat{\beta}_k)
\]

where  \( \hat{\mu}_{ij} = \frac{1}{rnp} \sum_{k=1}^{p} \sum_{l=1}^{p} \sum_{l=1}^{p} \bar{y}_{ijkl} \). Similarly, the interaction factors  \( \hat{\alpha}_{ij} \) and  \( \hat{\beta}_{ijkl} \) are calculated by extending equation (3.7):

\[
\hat{\beta}_{ijkl} = \hat{\mu}_{ijkl} - (\hat{\mu}_... + \hat{\alpha}_j + \hat{\beta}_k + \hat{\gamma}_l)
\]

where  \( \hat{\mu}_{ijkl} = \frac{1}{np} \sum_{l=1}^{p} \sum_{l=1}^{p} \sum_{l=1}^{p} \bar{y}_{ijkl} \). In this design the error  \( \varepsilon_{ijkl} = \bar{y}_{ijkl} - \hat{y}_{ijkl} \) contains the variance not explained by the main and interaction effects discussed above and it is composed by all the interactions of the subjects  \( \tau \) with the other factors in the model in addition to the uncontrolled sources of variance.

The sum of squares, mean squares and degrees of freedom of the main effects can be derived by extension from those of the one factor design. As an example, the degrees of freedom of factor A are \( p - 1 \) and its sum of squares is:

\[
SS_A = \sum_{l=1}^{r} \sum_{k=1}^{n} \sum_{j=1}^{q} \sum_{l=1}^{p} \alpha_{ij}^2 = rnp \sum_{j=1}^{p} (\hat{\mu}_{ij} - \hat{\mu}_...)^2
\]

As an example of the computations for the interaction terms, we consider the term \( A \times B \) whose degrees of freedom are \( (p - 1)(q - 1) \) and whose sum of squares is:

\[
SS_{A \times B} = \sum_{l=1}^{r} \sum_{k=1}^{n} \sum_{j=1}^{q} \sum_{l=1}^{p} \alpha_{ij}^2 = rnp \sum_{j=1}^{p} (\hat{\mu}_{ij} - \hat{\mu}_...)^2
\]

As in the single factor design case, the mean squares of a factor (both main and interaction) are calculated by dividing its sum of squares by its degrees of freedom, the F-test is calculated with equation (3.3), the SOA measure with equation (3.4), and the power with equation (3.5).

### 4. EXPERIMENTATION AND DISCUSSION

We considered three main components of an IR system: stop list, LUG and IR model. We selected a set of alternative implementations of each component and using the Terrier open source system we created a run for each system defined by combining the available components in all possible ways. The components we selected are:

**stop list:** nostop, indri, lucene, smart, terrier;

**LUG:** nolug, weak Porter, Porter, Krovetz, Lovins, 4grams, 5grams;

**model:** BB2, BM25, DFRBM25, DFRec, DLH, DLH13, DPH, HiemstraLM, IFLB, Inl2, InexpB2, InexpC2, LGD, LemurTFIDF, PL2, TFIDF.

Note that the stemmers and n-grams of the LUG component are used as alternatives, this means that we end up with two distinct groups of runs, one using the stemmers and one using the n-grams; the nolug component is common to both these groups. The group using the stemmers defines a \( 5 \times 3 \times 16 \) factorial design with a grid of points consisting of 400 runs; the group using the n-grams defines a \( 5 \times 3 \times 16 \) factorial design with a grid of points consisting of 240 runs.

<table>
<thead>
<tr>
<th>( A_1 )</th>
<th>( A_2 )</th>
<th>( A_3 )</th>
<th>( A_4 )</th>
<th>( A_5 )</th>
<th>( A_6 )</th>
<th>( A_7 )</th>
<th>( A_8 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( B_1 )</td>
<td>( B_2 )</td>
<td>( B_3 )</td>
<td>( B_4 )</td>
<td>( B_5 )</td>
<td>( B_6 )</td>
<td>( B_7 )</td>
<td>( B_8 )</td>
</tr>
<tr>
<td>( Y_{111} )</td>
<td>( Y_{121} )</td>
<td>( Y_{131} )</td>
<td>( Y_{141} )</td>
<td>( Y_{112} )</td>
<td>( Y_{122} )</td>
<td>( Y_{132} )</td>
<td>( Y_{142} )</td>
</tr>
<tr>
<td>( Y_{211} )</td>
<td>( Y_{221} )</td>
<td>( Y_{231} )</td>
<td>( Y_{241} )</td>
<td>( Y_{212} )</td>
<td>( Y_{222} )</td>
<td>( Y_{232} )</td>
<td>( Y_{242} )</td>
</tr>
<tr>
<td>( \ldots )</td>
<td>( \ldots )</td>
<td>( \ldots )</td>
<td>( \ldots )</td>
<td>( \ldots )</td>
<td>( \ldots )</td>
<td>( \ldots )</td>
<td>( \ldots )</td>
</tr>
</tbody>
</table>

Figure 2: Three factors repeated measures design.
We conducted single factor and three-factors ANOVA tests for both the groups on TREC 05, 06, and 08 collections, and by employing the following five measures: AP, P@10, nDCG@20, RBP and ERR@20. All the test collections are composed by 50 different topics and have binary relevance judgments; the corpus of TREC 05 is the TIPSTER disk 2 and 4 counting 525K documents, the corpus of TREC 06 is TIPSTER disk 4 and 5 counting 556K documents and the corpus of TREC 07 and 08 is the TIPSTER disk 4 and disk 5 (minus Congressional Record) counting 528K documents.

To ease reproducibility, the code for running the experiments is available at: http://gridofpoints.dei.unipd.it/.

4.1 Single Factor Repeated Measures Effects

We conducted 40 single factor ANOVA tests (4 collections × 5 measures × 2 run groups), so for space reasons we cannot report all the result; as an example, Table 1 reports the synthesis data of the ANOVA test for TREC 08 using the stemmer group of runs measured with AP.

From the sum of squares (SS) and the mean squares (MS), we can see that topics explain a large portion of the total variance. Nonetheless, the effect of the IR systems is statistically significant (p-value 0). We can also see that the sum of squares of the error is not negligible since it contains both the variance of the unexplained topics/systems interaction effect and the unexplained sources of variance. From this table we can calculate the statistical power of the experiment, which is 1 with a Type 1 error probability α = 0.05, indicating that we are observing effects in a reliable way.

Table 2 reports the $\hat{\omega}^2$ (soa) measure and the p-value of the ANOVA test for the single factor models on all the test collections for all the considered evaluation measures. The “LUG” column indicates the runs group we are considering (stemmers or n-grams). This table shows that despite the high variance of the topics, the system effect sizes are generally large and this is consistent across all the collections and measures. Moreover, system effect sizes of stemmer runs group systems are large (> 0.14) for all the collections and measures with the solely exception of AP for TREC 05. Whereas, for the n-grams runs group we can see that the system effect sizes are consistently smaller than those of the stemmer group; this, supports the observation that “for English, n-grams indexing has no strong impact” [3].

Table 2 shows that measures impact on the amount of variance explained by the system effect. Generally, system effect sizes are higher when nDCG@20 is used, followed by RBP, P@10, AP and ERR@20. This could be related to two characteristics of the measures: their discriminative power and their user model. Indeed, if a measure is less discriminative than another one, it could be able to grasp less variance in the system effect; on the other hand, different user models mean looking at (very) different angles of system performances and this can change the explained variance.

4.2 Three Factors Repeated Measures Effects

Table 1

<table>
<thead>
<tr>
<th>Source</th>
<th>SS</th>
<th>DF</th>
<th>MS</th>
<th>F</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Topics</td>
<td>320.99</td>
<td>49</td>
<td>16.77</td>
<td>694.7235</td>
<td>0</td>
</tr>
<tr>
<td>Systems</td>
<td>36.44</td>
<td>399</td>
<td>0.09</td>
<td>7.4444</td>
<td>0</td>
</tr>
<tr>
<td>Error</td>
<td>88.20</td>
<td>19551</td>
<td>0.0045</td>
<td>694.7235</td>
<td>0</td>
</tr>
<tr>
<td>Total</td>
<td>945.63</td>
<td>19999</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

To explore a bit this hypothesis, in Table 3 we report the discriminative power of the five considered measures over the test collections calculated by employing the paired bootstrap test defined in [19]. We can see that there is some agreement between the system effect sizes for a measure and its discriminative power; for instance, ERR@20 explains less system variance than the other measures and this can be explained by its discriminative power which is the lowest amongst all measures; similarly, RBP and nDCG@20 have both comparable discriminative power and close system effect sizes. The main exception is AP which typically has the highest discriminative power but the smallest system effect size; this could be due to the user model behind AP, which is quite different from the one of the other measures and may counterbalance the higher discriminative power leading to a final lower system effect size.

Table 1: Single factor, ANOVA table for TREC 08 (stemmer group) using AP.

Table 2 reports the $\hat{\omega}^2$ SoA for all the main and interaction effects and the p-values for all the ANOVA three-way tests we conducted; from this this table we can see that main and interaction effect sizes are consistent across the different collections.

Analyzing the main effect sizes reported in Table 5 we can see that for the stemmer group of runs the stop list has always a higher $\hat{\omega}^2$ than the IR model and the stemmer and, with the solely exceptions of TREC 05 for AP and ERR@20, the stop list has a medium effect size. Whereas, n-grams tend to reduce the stop list effect and to increase the IR model one; this can be also seen from the n-grams*model interaction effect which is small but statistically significant, differently from the stemmer*model effect which is never significant.

These observations cast a light on the importance of linguistic pre-processing and linguistic resources, given that the role of the stop list is significant in an IR system as well as choosing between stemmers or n-grams. We can further analyze these aspects by looking at Figure 3; the plot on the left reports the main effects for the TREC 08 stemmer group case and we show the marginal means (response means) described in Section 3.2 for the effect under investigation on the y-axis and the various components on the x-axis.

From the first plot we see that the presence or absence of a stop list affects the system performances because the line connecting “no stop” and “indri” is not horizontal, whereas
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Figure 3: Main effects plots and Tukey HSD test plots for the stemmer group of runs on TREC 08 with AP.

Figure 4: Interaction plots for the stemmer group of runs on TREC 08 with AP.
Lastly, the plot on the right of Figure 3 reports the main effects of the IR models; they behave differently, as shown by several lines with high slopes, but the corresponding Tukey HSD shows that a many models are not significantly different from the Tukey HSD test plot on the right; in particular, we can observe that there is no significant difference between the Porter and the Krovetz stemmer which are the stemmers from the Tukey HSD test plot on the upper-right corner of the figure (in blue the selected component; in grey the components in the same group, i.e. not significantly different; in red the components in a different group, i.e. significantly different), where we can see that there are no significant differences between the “indri”, “smart” and “terrier” stop lists, whereas the “lucene” stop list (which is composed by 15 words) is significantly different from the other three.

The main effect of the stemmer is always significant even though its size is quite small; nevertheless, the central plot of Figure 3 shows that there is a tangible difference between systems using or not using a stemmer. This can be seen also from the Tukey HSD test plot on the right; in particular, we can observe that there is no significant difference between the Porter and the Krovetz stemmer which are the stemmers with the highest impact on variance followed by the weak Porter and the Lovins ones.

Lastly, the plot on the right of Figure 3 reports the main interaction effects of the IR models: they behave differently, as shown by several lines with high slopes, but the corresponding Tukey HSD shows that a many models are not significantly different from the other. This can explain why the IR models effects are statistically significant but their effect sizes are not large.

For all the collections, consistently across the measures and both for the stemmer and the n-grams group, the higher effect size is reported by the stop list*model interaction effect which is always of medium or large size. This effect shows us that the variance of the systems is explained for the bigger part by the stop list and the model components. For the stemmer group of TREC 08, this can be seen in the plots on the upper-right and lower-left corners of Figure 4 where the lines of the interaction between the stop lists and the models intersect quite often. Indeed, the interaction plots show how the relationship between one factor and a response depends on the value of the second factor. These plots display means for the levels of one factor on the x-axis and a separate line for each level of another factor; if two lines (or segments) are parallel then no interaction occurs, if the lines are not parallel then an interaction occurs and the more nonparallel the lines are, the greater the strength of the interaction.

The stop list*stemmer interaction effects are always not significant as we can see from the p-values of Table 5 and the interaction plots in the upper-left part of Figure 4 where the line segments are parallel. A very similar trend can be observed for the stemmer*model interaction effect.

It is interesting to note that the second order interactions for the n-grams group are all statistically significant and that, in particular, we can see that n-grams, differently than the stemmers, have a bigger effect on the stop list than on the IR model.

We observe that different measures see the stop lists in a comparable way in terms of effect size and this is consistent with what we have seen in the one factor analysis. This is valid also for the stemmer, with the exception of ERR@20 for which it has an almost negligible effect size even though it is statistically significant. In Table 5 we can see that AP and ERR@20 weight the effects in a similar way as it happened in the single factor analysis reported in Table 2. For the n-grams group all the measures are comparable and ERR@20 is not as low as it happens for the stemmers.

Lastly, we can see that the third order interaction are never significant.

5. CONCLUSIONS AND FUTURE WORK

In this paper we faced the issue of how system variance contributes to the overall performances and how to break it down into some of the main components constituting an IR system. To this end, we developed an analysis methodology consisting of two elements: a Grid of Points (GoP) created on standard experimental collections, where all the combinations of system components under examination are considered; and, a GLMM model to decompose the contribution of these components to the overall system variance, paired with some graphical tools for easily assessing the main and interaction effects.
Table 5: Summary of three factor models on the TREC Ad-hoc collections. Each cell reports the estimated $\omega^2$ SoA for the specified effects and, within parentheses, the p-value for those effects. Medium and large effect sizes are in bold; not significant effects are highlighted.
We conducted a thorough experimentation on TREC collections and used different evaluation measures to show how the proposed approach works and to gain insights on the considered components, i.e. stop lists, stemmers and n-grams, and IR models.

We found that the most prominent effects are those of stop lists and IR models, as well as their interactions, while stemmers and n-grams play a smaller role. Moreover, we have seen that stemmers produce more variation on system performances than n-grams. Overall, this highlights importance of linguistic resources.

Finally, measures explain system and component effects differently one from the other and not all the measures seem to be suitable for all the cases as it happens for ERR@20 which almost does not detect the stemmer effect. These insights can be useful to understand where to invest effort and resources for improving components, since they give us an idea of the actual impact of a family of components on the overall performances.

As far as future work is concerned, we plan to extend the proposed methodology in order to be able to capture also interaction between topics/systems and topics/components. Indeed, to estimate interaction effects, more replicates would be needed for each (topic, system) pair, as [17] simulated, and they are not possible in the present settings, since running more than once the same system on the same topics produces exactly the same results.

Moreover, we plan to further investigate the impact of the measures on the determination of effect sizes. A possible approach could be to conduct a four-factor analysis, using measures as additional factor. However, even if the measure scores are normalized in the range [0,1], they do not mean the exactly same thing, i.e. AP = 0.20 is not exactly the same as ERR = 0.20 because of their different user models. A possibility for smoothing these differences and make the scores more directly comparable could be to normalize them by the maximum value achieved on the dataset, thus reasoning in term of ratios.

Lastly, an open challenge is how to run this kind of analysis on the systems which participated to past TREC editions. A first obstacle is that often there is no precise description of all the components used in these systems and so their metadata should be enriched in the way we suggested in [5]. A second obstacle is that the GoP would be very sparse and many combinations would be missing; therefore, we would need to rely on unbalanced GLMM and, probably, to consider the components as random factors.
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