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Abstract This paper describes the steps that led to the invention, design and
development of the Distributed Information Retrieval Evaluation Campaign Tool
(DIRECT) system for managing and accessing the data used and produced within
experimental evaluation in Information Retrieval (IR) . We present the context in
which DIRECT was conceived, its conceptual model and its extension to make the
data available on the Web as Linked Open Data (LOD) by enabling and enhanc-
ing their enrichment, discoverability and re-use. Finally, we discuss possible further
evolutions of the system.

1 Introduction

Experimental evaluation is a fundamental topic of Information Retrieval (IR) and
it has the Cranfield paradigm (Cleverdon, 1997) at its core. The two key compo-
nents of experimental evaluation are experimental collections and evaluation cam-
paigns organized at an international level. The management of experimental collec-
tions – i.e. documents, topics and relevance judgments – and of the data produced
by the evaluation campaigns – i.e. runs, measures, descriptive statistics, papers and
reports – are of central importance to guarantee the possibility of conducting evalu-
ation experiments that are repeatable and that permit re-usability of the collections.

A crucial aspect for IR evaluation is to ensure the best exploitation and inter-
pretation, over large time spans, of the used and produced experimental data. Nev-
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ertheless, this aspect has often been overlooked in the field, since researchers are
generally more interested in developing new algorithms and methods rather than
modeling and managing the experimental data (Agosti et al, 2007b,c).

As a consequence, within the Conference and Labs of the Evaluation Forum
(CLEF) evaluation campaigns, we worked on modeling the IR experimental data
and on designing a research infrastructure able to manage, curate and grant access
to them. This effort led to the invention, design and development of the Distributed
Information Retrieval Evaluation Campaign Tool (DIRECT) system (Agosti et al,
2012; Ferro et al, 2011) and it raised awareness of the importance of curating and
managing research data in the community and beyond (Agosti et al, 2009; Allan
et al, 2012; Zobel et al, 2011; Agosti et al, 2013, 2014).

DIRECT enables the typical IR evaluation workflow, and manages the scien-
tific data used and produced during large-scale evaluation campaigns. In addition,
DIRECT has the potential to support the archiving, access, citation, dissemination
and sharing of the experimental results.

On the top of DIRECT, we successively added some Linked Open Data (LOD)
functionalities (Heath and Bizer, 2011) – i.e. the LOD-DIRECT system – to enable
the discoverability, enrichment and the interpretability of the experimental data. We
defined a Resource Description Framework (RDF) model of the IR scientific data
also modelling their connections with the scientific papers related and based on
them. We also provided a methodology for automatically enriching the data by ex-
ploiting relevant external entities from the LOD cloud (Silvello et al, 2017).

The paper is organized as follows: Section 2 introduces the complex and rich field
of experimental evaluation and the Cranfield paradigm, and provides the scientific
context in which DIRECT has been invented, designed and developed. Section 3
presents the conceptual model of the infrastructure, and the main conceptual areas
composing it, highlighting how experimental data are modeled within the system.
Section 4 describes the semantic model defined for publishing IR experimental data
on the Web as LOD and LOD-DIRECT. Section 5 refers to related work. Finally,
Section 6 discusses and considers possible future developments.

2 The Cranfield Paradigm and the Evaluation Campaigns

2.1 Abstraction of IR Systems Evaluation

The evaluation of information retrieval systems is an abstraction of the retrieval
process based on a set of choices that represent certain aspects of the real world (di-
rectly or indirectly) and ignore others (Robertson, 2008). This abstraction allows re-
searchers in IR to control some of the variables that affect retrieval performance and
exclude other variables that may affect the noise of laboratory evaluation (Voorhees,
2002). The “Cranfield paradigm” is at the heart of the design of laboratory exper-
iments of evaluation of information retrieval tools and systems (Cleverdon, 1997;
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Harman, 2011). This paradigm defines the notion of the methodology of experi-
mentation in IR, where the goal is to create “a laboratory type situation where, freed
as far as possible from the contamination of operational variables, the performance
of index languages could be considered in isolation” (Cleverdon, 1997). The core
of this methodology abstracts away from the details of particular tasks and users
and instead focuses on a benchmark called “test collection” which consists of three
components: a set of documents, a set of topics, and a ground truth, i.e. a set of rel-
evance assessments for each document-topic pair. The abstracted retrieval task is to
rank the document set for each topic, then the effectiveness of a system for a single
topic is computed as a function of the ranks of the relevant documents (Voorhees,
2007).

Some years after the Cranfield paradigm was established, researchers in the field
of IR noted that the collections existing at that time, which had been designed and
created for a specific experimental evaluation of a system and/or a comparison be-
tween systems, were re-used for many other experiments, for which they were not
ideal (Spärck Jones and van Rijsbergen, 1975; Spärck Jones and Bates, 1977). Some
of the issues were related to the lack of suitable test data and the way that the
experiments were documented often without suitable caveats. Quoting a passage
from (Spärck Jones and van Rijsbergen, 1975):

“There is a widespread feeling among research workers that existing test collections are
inadequate because they are small and/or careless and/or inappropriate. They may also not
be fully machine-readable, or may be in an esoteric machine format.”

On the basis of these considerations, Karen Spärck Jones and Keith van Rijsber-
gen clarified and illustrated the characteristics that an ‘ideal’ test collection must
have to overcome the aforementioned problems (Spärck Jones and van Rijsbergen,
1975; Robertson, 2008).

2.2 The Ideal Test Collection and TREC

The concept of an ideal test collection was implemented for the first time in the
context of the first Text REtrieval Conference (TREC) 1 in 1992, that is many years
after its definition. One of the goals of TREC has been to provide a shared task
evaluation that allows cross-system comparisons. In addition to the initial traditional
ad-hoc task, there have been a wide range of experimental tracks that have focused
on new areas or particular aspects of text retrieval since TREC 4 (Harman, 1995). To
adhere to the ideal test collection characteristics, for each TREC track participants
receive: a collection of documents obtained from some external source; a collection
of topics, which may also be obtained externally or may be created internally; and a
set of relevance assessments, known as qrels. Each participant tests a search system
on the collection and produces as a result a ranked list of documents for each topic –

1 http://trec.nist.gov/
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known as a run – which is submitted to NIST. The runs submitted by the participants
are pooled in order to produce the set of relevance assessment (Robertson, 2008).

Since its beginning in 1992, the TREC effort has had a profound influence on
all aspects of evaluation, from the formatting of test collection documents, topics,
and qrels, through the types of information needs and relevance judgments made,
to the precise definition of evaluation measures used (Voorhees and Harman, 2005;
Sanderson, 2010). In addition to experimental collection material, TREC has also
greatly encouraged the development of good methods of experimentation. The stan-
dard of rigour of experimental methodology has been vastly improved (Robertson,
2008) thanks to TREC, which has become a yearly evaluation initiative, or evalu-
ation campaign, of reference for all academic and industrial communities of infor-
mation retrieval.

2.3 The Management of Data Produced in the Context of
Evaluation Campaigns

Donna Harman and her colleagues appeared to be the first to realize that if the doc-
uments and topics of a test collection were distributed for little or no cost, a large
number of groups would be willing to use that data in their search systems and
submit runs back to TREC at no cost (Sanderson, 2010). Moreover, the materials
and methods TREC has generated are materials and methods for laboratory exper-
iments (Robertson, 2008). In this respect, since its beginning TREC has promoted
the concept of reusability which facilitates research.

Despite the fact that IR has traditionally been very rigorous about experimen-
tal evaluation, researchers in this field have raised some concerns about the repro-
ducibility of system experiments because, among other things, there is not a clear
methodology for managing experimental data across different conferences and eval-
uation initiatives (Ferro, 2017). In fact, after TREC, other evaluation campaigns
were launched to deal with the evaluation of many different IR approaches and sys-
tems that were being defined also thanks to the development of many different types
of IR systems and tools, such as, for example, Web search engines.

Some important relevant evaluation campaigns that have been launched over the
years and that are still active now are: NTCIR (NII Testbed and Community for
Information access Research), Japan, from 19992; CLEF (Conference and Labs of
the Evaluation Forum), Europe, from 20003; FIRE (Forum for Information Retrieval
Evaluation), India, from 20084.

The INitiative for the Evaluation of XML Retrieval (INEX) has provided the
means to evaluate focused retrieval search engines, especially eXtensible Markup

2 http://research.nii.ac.jp/ntcir/index-en.html
3 http://www.clef-initiative.eu/
4 http://fire.irsi.res.in/
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Language (XML) retrieval; it was launched in 2002, came under the CLEF umbrella
in 2012, but ran for the last time in 20145.

As reported, many evaluation initiatives are active and produce important results
for the evaluation of IR systems and tools. Naturally, these different initiatives have
been launched and conducted to respond to different research questions, so they
have specificities that do not always make cross-comparability between the initia-
tives possible. As a consequence, the produced experimental results are often not
cross comparable. We started from this consideration to work on proposing a con-
ceptual model of an infrastructure that would face and solve some of the problems
related to the management and curation of the data produced during an evaluation
campaign (Agosti et al, 2007c,a).

3 Conceptual Model of the Infrastructure

In IR, as well as in other related scientific fields, a crucial topic that has to be ad-
dressed is how to guarantee that the data produced by the scientific activities are
consistently managed, are made accessible and available for re-use and are docu-
mented to make them easily interpretable. In IR evaluations, these are key aspects,
and especially in the context of large evaluation campaigns such as CLEF. For ex-
ample, the importance of describing and annotating scientific datasets is discussed
in (Bowers, 2012), noting that this is an essential step for the interpretation, sharing,
and reuse of the datasets.

We thus began an exercise aimed at modeling the IR experimental data and
designing a software infrastructure able to manage and curate them, which led
to the development of the Distributed Information Retrieval Evaluation Campaign
Tool (DIRECT) system (Di Nunzio and Ferro, 2005; Agosti et al, 2012). This ef-
fort contributed to raising awareness and consensus in the research community and
beyond (Agosti et al, 2009; Allan et al, 2012; Forner et al, 2013; Zobel et al, 2011;
Ferro et al, 2011).

DIRECT models all the aspects of a typical evaluation workflow in IR and pro-
vides the means to deal with some advanced aspects that have been receiving at-
tention in recent years, such as bibliometrics based on data and the visualization of
scientific data.

We can model the main phases of the IR experimental evaluation workflow as
follows:

• The first phase regards the creation of the experimental collection composed of
the acquisition and preparation of the documents (D) and the creation of topics
(T ) from which a set of queries is generated.

• The second phase concerns the participants in the evaluation campaign who run
experiments and test their systems.

5 https://inex.mmci.uni-saarland.de/
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Fig. 1 The conceptual areas of the evaluation infrastructure.

• In the third phase, the experiments are gathered and used by the campaign orga-
nizers to create the ground-truth (GT ).

• In the fourth phase, measurements are calculated.
• In the fifth phase the measurements are used to produce descriptive statistics and

conduct statistical tests about the behavior of one or more systems.
• The sixth and last phase regards the scientific production where both partici-

pants and organizers prepare reports about the campaign and the experiments,
the techniques they used, and their findings. This phase usually continues also
after the conclusion of the campaign as the investigations of the experimental re-
sults require a deeper understanding and further analyses which may lead to the
production of conference and journal papers.

The conceptual schema of the infrastructure, abstracting from the actual phases
of the IR experimental evaluation workflow, models the evaluation workflow by
means of seven functional areas organized in three main conceptual levels; Figure 1
provides an intuitive representation of them. The three levels are built one on top of
the other since the experimental collection area constitutes the basis of the evalua-
tion activities and the experiments on level 2. In the same fashion, the measurement,
bibliographical, visual analytics and metadata areas on level 3 depend on the areas
on level 2.

We document in the following the aim and the content of each functional area.

Experimental Collection area: This area belongs to the first conceptual level
and it allows us to set up a traditional IR evaluation environment following the
classic Cranfield paradigm based on the triple C = {D,T,GT}: a corpus of doc-
uments, a group of topics and a set of assessments on the documents with regard
to the considered topics. In the abstraction process particular attention has been
paid to the the concept of topic, because of the diversity of the information needs
that have to be addressed in different evaluation tasks.
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Evaluation Activity area: This area belongs to the second conceptual level and
builds on the experimental collection area. It identifies the core of the infrastruc-
ture; it refers to activities aimed at evaluating applications, systems and method-
ologies for multimodal and multimedia information access and retrieval. Entities
in this area go beyond the traditional evaluation campaigns by including trial and
education activities. Trial refers to an evaluation activity that may be actively run
by, say, a research group, a person or a corporate body for their own interest. This
evaluation activity may or may not be shared with the community of interest; for
instance, a trial activity may be the experiments performed to answer a research
question and to write a research paper or the activities conducted to evaluate a
Web application. The Education activities allow us to envision evaluation activi-
ties carried out for educational purposes. In a certain sense, this area extends the
activities considered by the Cranfield paradigm.
Experiment area: This area belongs to the second conceptual level and concerns
the scientific data produced by an experiment carried out during an evaluation ac-
tivity. Also in this case, this area models the traditional Cranfield experimental
settings and extends it by allowing other side evaluation activities. Indeed, the
evaluation infrastructure considers three different types of experiment: run, guer-
rilla, and living. A Run, produced by an IR system, is defined as a ranked list
of documents for each topic in the experimental collection (Voorhees and Har-
man, 2005) in a classic IR evaluation context. A Guerrilla experiment identifies
an evaluation activity performed on corporate IR systems (e.g. a custom search
engine integrated in a corporate Web site) (Agosti et al, 2012); in a guerrilla
experiment, the evaluation process is defined by a set of experimental activities
aimed at assessing different aspects of the application, such as the completeness
of the index of an ad-hoc search engine or the effectiveness of the multilingual
support. For this reason the evaluation metrics may differ from those used during
a Run experiment. A Living experiment deals with the specific experimental data
resulting from the Living Retrieval Laboratories, which examines the use of op-
erational systems on an experimental platform on which to conduct user-based
experiments to scale.
Measurement area: This area belongs to the third conceptual level and concerns
the measures used for evaluation activities. This area is one of the most impor-
tant of the infrastructure and it constitutes one element of distinction between
DIRECT and other modeling efforts in the IR evaluation panorama. In Figure 2
we can see relationships among the main entities of this area and other entities
in the evaluation activity, the experimental collection, and the experiment area.
For a topic-experiment pair a specific value of a metric, namely a measure, is
assigned – i.e. a Measure refers to one and only one Experiment-Topic-
Metric triple through the relationship Assigns. If we consider the results on
an experiment basis, then Descriptive Statistics can be computed for
a given Metric. Descriptive Statistics can be computed also on a
task basis. A Statistical Analysis can produce a value for a specific
statistical test; the Statistical Test value can be Elaborated From
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Fig. 2 The ER schema modeling the measurement area.

data in none, one or more Pools, or Calculated From data from none, one
or more Tasks, or Computed From an Experiment.
The main point here is that explicitly considering the entities in the measurement
area as a part of the conceptual schema we are able to retain and make accessible
not only experimental data, but also evaluation methodologies and the context
wherein metrics and methodologies have been applied.
Metadata area: This area belongs to the third level and supports the description
and the enrichment through metadata of the resources handled by the infras-
tructure. Generally, metadata describing the resources are not considered central
resources in an evaluation infrastructure: whereas, in DIRECT they are consid-
ered important resources and managed alongside the other classical evaluation
resources. This allows us to use metadata in concert with measures and experi-
ments for enriching the experimental data as we discuss below.
Bibliographical area: This area belongs to the third level and it is responsible
for making explicit and retaining the relationship between the data that result
from the evaluation activities and the scientific production based on these data.
This area is central for dealing with bibliometrics of experimental data and for
dealing with data provenance (Buneman et al, 2000) and citation (Davidson et al,
2017),
Visual Analytics area: This area belongs to the third level and it manages the
information used by the infrastructure to store and recover whatever visualization
of the data that users produce. This area manages the information used by the
infrastructure to store and retrieve parametric and interactive visualizations of
the data.

To the best of our knowledge, DIRECT is the most comprehensive tool for man-
aging all the aspects of the IR evaluation methodology, the experimental data pro-
duced and the connected scientific contributions. Besides supporting the design of
an innovative evaluation infrastructure, another goal of DIRECT is to provide a com-
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mon abstraction of IR evaluation activities that can be exploited to share and re-use
the valuable scientific data produced by experiments and analysis and to envision
evaluation activities other than traditional IR campaigns.

4 A Semantic Mapping of the Conceptual Model

Research data are of key importance across all scientific fields as these data consti-
tute a fundamental building block of the system of science. Recently, a great deal
of attention has been dedicated to the nature of research data and how to describe,
share, cite and re-use them in order to enable reproducibility in science and to ease
the creation of advanced services based on them (Borgman, 2015; Silvello, 2017).
In this context, the Linked Open Data (LOD) paradigm (Heath and Bizer, 2011) is
a de-facto standard for publishing and enriching data; it allows the opening-up of
public data in machine-readable formats ready for consumption, re-use and enrich-
ment through semantic connections enabling new knowledge creation and discov-
ery possibilities. The LOD paradigm can be mainly seen as a method of publishing
structured data so that data can be interlinked. It builds upon standard Web tech-
nologies such as HyperText Transfer Protocol (HTTP) and RDF6, but rather than
using them to serve web pages for humans, “it extends them to share information in
a way that can be read automatically by machines”7.

In the field of IR, the LOD paradigm is not as central as it is in other fields such
as life science research (Gray et al, 2014) and social sciences (Zapilko et al, 2013).
So, despite the centrality of data, in IR there are no shared and clear ways to publish,
enrich and re-use experimental data as LOD with the research community.

To target this aspect of data sharing, re-use and enrichment within the DIRECT
infrastructure, we defined an RDF model (W3C, 2004) for representing experimen-
tal data and publishing them as LOD on the Web. This can enable seamless integra-
tion of datasets produced by different experimental evaluation initiatives as well as
the standardization of terms and concepts used to label data across research groups
and interested organizations (Silvello et al, 2017).

Moreover, with the purpose of augmenting the access points to the data as well
as the potential for their interpretability and re-usability, we built upon the proposed
RDF model to automatically find topics in the scientific literature, exploiting the
scientific IR data as well as connecting the dataset with other datasets in the LOD
cloud.

The detection of scientific topics related to the data produced by the experimen-
tal evaluation and the enrichment of scientific data mainly concerns the “experiment
area” and areas of the scientific production (level 3) of the evaluation infrastructure.
Regarding the experimental evaluation and the scientific production area, the con-

6 https://www.w3.org/standards/semanticweb/data
7 https://en.wikipedia.org/wiki/Linked_data
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Fig. 3 The experiment area classes and properties.

ceptual model of DIRECT has been mapped into an RDF model and adopted for
enriching and sharing the data produced by the evaluation activities.

In Figure 3 we can see the classes and properties of the experiment area as re-
ported and described in (Silvello et al, 2017). Please note that the IMS namespace
in this case indicates that all the class and property names are defined within the
DIRECT workspace; this enables the distinction with other classes and properties
in the LOD cloud which may have the same denomination, but of course different
namespace. The area shown in the figure is central to the DIRECT infrastructure
and it is connected to the most important resources for the evaluation activities.
Hence, we focus on this to present the semantic model we designed, even though it
encompasses almost all the areas described above.

The experiment area can be divided into two main parts: one comprising the Run,
Track and Evaluation Activity classes modeling the experiments and the
other one comprising the Quality Parameter, Measurement, Measure,
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Descriptive Statistic and Statistic classes modeling the evaluation
of the experiments.

The first part allows us to model an evaluation campaign composed of several
runs submitted to a track which is part of an evaluation activity. The second part
allows us to model the measurements and the descriptive statistics calculated from
the runs and it is built following the model of quality for Digital Library (DL) de-
fined by the DELOS Reference Model (Candela et al, 2007) which is a high-level
conceptual framework that aims at capturing significant entities and their relation-
ships within the digital library universe with the goal of developing more robust
models of it; we extended the DELOS quality model and we mapped it into an
RDF model. A Quality Parameter is a Resource that indicates, or is linked
to, performance or fulfilment of requirements by another Resource. A Quality
Parameter is evaluated by a Measurement, is measured by a Measure as-
signed according to the Measurement, and expresses the assessment of a User.
With respect to the definition provided by the International Organization for Stan-
dardization (ISO) , we can note that: the “set of inherent characteristics” corresponds
to the pair (Resource, Quality Parameter); the “degree of fulfillment” fits
in with the pair (Measurement, Measure); finally, the “requirements” are taken
into consideration by the assessment expressed by a User.

Quality Parameters allow us to express the different facets of evaluation.
In this model, each Quality Parameter is itself a Resource and inherits all
its characteristics, such as, for example, the property of having a unique identifier.
Quality Parameters provide information about how, and how well, a resource
performs with respect to some viewpoint. They express the assessment of a User
about the Resource under examination. They can be evaluated according to differ-
ent Measurements, which provide alternative procedures for assessing different
aspects of a Quality Parameter and assigning it a value, i.e. a Measure. Fi-
nally, a Quality Parameter can be enriched with metadata and annotations.
In particular, the former can provide useful information about the provenance of a
Quality Parameter, while the latter can offer the possibility to add comments
about a Quality Parameter, interpreting the obtained values, and proposing
actions to improve it.

One of the main Quality Parameters in relation to an information retrieval
system is its effectiveness, meant as its capability to answer user information needs
with relevant items. This Quality Parameter can be evaluated according to
many different Measurements, such as precision and recall (Salton and McGill,
1983). The actual values for precision and recall are Measures and are usually
computed using standard tools, such as trec eval8, which are Users, but in this
case not human ones.

The Descriptive Statistic class models the possibility of associate sta-
tistical analyses to the measurements; for instance, a classical descriptive statistic in
IR is Mean Average Precision (MAP) which is the mean over all the topics of a run
of the Average Precision (AP) measurement which is calculated topic by topic.

8 http://trec.nist.gov/trec_eval/
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The described RDF model has been realized and implemented in the DIRECT
system. This allows for accessing the experimental evaluation data enriched by the
expert profiles that are created by means of the techniques that will be described
in the next sections. This system is called LOD-DIRECT and it is accessible at the
URL: http://lod-direct.dei.unipd.it/

The data currently available include the contributions produced by the CLEF
evaluation activities, the authors of the contributions, information about CLEF
tracks and tasks, provenance events and the above described measures. Furthermore,
this data has been enriched with expert profiles and topics which are available as
linked data as well.

LOD-DIRECT serializes and allows access to the defined resources in several
different formats such as XML, JSON, RDF+XML, Turtle9 and Notation3 (n3)10.

LOD-DIRECT comes with a fine-grained access control infrastructure which
monitors the access to the various resources and functionalities offered by the sys-
tem. Depending on the operation requested, it performs authentication and autho-
rization.

The access control policies can be dynamically configured and changed over
time by defining roles, i.e., groups of users, entitled to perform given operations.
This allows institutions to define and put in place their own rules in a flexible way
according to their internal organization and working practices. The access control
infrastructure allows us to manage the experimental data which cannot be publicly
shared such as log files coming from search engine companies.

4.1 Use case

In Figure 4 we can see an example of an RDF graph showing how LOD-DIRECT
models topics, author profiles, measures and papers. This use case is taken from (Sil-
vello et al, 2017).

We can see the relationship between a contribution and an author enriched by
expertise topics, expert profiles and connections to the LOD cloud. In this fig-
ure, we focus on the author (Jussi Karlgren) and the contribution (KarlgrenEtAl-
CLEF2012). Here, there are two main topics, “reputation management” and “infor-
mation retrieval”, which are related to the KarlgrenEtAl-CLEF2012 contribution.
We can see that KarlgrenEtAl-CLEF2012 is featured by “reputation management”
with a score of 0.53 and by “information retrieval” with 0.42, meaning that both
these topics are subjects of the contribution; the scores give a measure of how much
this contribution is about a specific topic. We can also see that the paper at hand
presents the results for the RepLab 2012 track at CLEF 2012 where Gavagai
obtained an accuracy of 0.77.

9 http://www.w3.org/TR/turtle/
10 http://www.w3.org/TeamSubmission/n3/
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Fig. 4 An example of an RDF graph showing how expertise topics and expert profiles are used for
enriching IR experimental data (Silvello et al, 2017).

From this use case we see how LOD-DIRECT models the relationships between
papers, authors, topics, measures and evaluation campaigns.

5 Related Work

A crucial question in IR is how to ensure the best exploitation and interpretation of
the valuable scientific data employed and produced by the experimental evaluation.
To the best of our knowledge, DIRECT is the most comprehensive tool for managing
all the aspects of the IR evaluation methodology, the experimental data produced
and the connected scientific contributions.

There are other projects with similar goals but with a narrower scope. One is
the Open Relevance Project (ORP) 11 which is a “small Apache Lucene sub-project
aimed at making materials for doing relevance testing for Information Retrieval,
Machine Learning and Natural Language Processing into open source”; the goal of

11 https://lucene.apache.org/openrelevance/
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this project is to connect specific elements of the evaluation methodology – e.g. ex-
perimental collections, relevance judgments and queries – with the Apache Lucene
environment in order to ease the work of developers and users. Unfortunately, the
project was discontinued in 2014. Moreover, ORP neither considers all the aspects
of the evaluation process such as the organization of an evaluation campaign in
tracks and tasks or the management of the experiments submitted by the partici-
pants to a campaign, nor takes into account the scientific production connected to
the experimental data which is vital for the enrichment of the data themselves as
well as for the definition of expert profiles.

Another relevant project is EvaluatIR.org12 (Armstrong et al, 2009) which is fo-
cused on the management and comparison of IR experiments. It does not model the
whole evaluation workflow and it acts more as a repository of experimental data
rather than as an information management system for curating and enriching them.

There are other efforts carried out by the IR community which are connected
to DIRECT, even though they have different purposes. One relevant example is the
TIRA (TIRA Integrated Research Architecture) Web service (Gollub et al, 2012),
which aims at publishing IR experiments as a service; this framework does not take
into account the whole evaluation process as DIRECT does and it is more focused on
modeling and making available “executable experiments”, which is out of the scope
of DIRECT. Another relevant system is RETRIEVAL (Ioannakis et al, 2018); this is
a web-based performance evaluation platform providing information visualization
and integrated information retrieval for the evaluation of IR system. This system has
some overlapping features with DIRECT, but it mainly focuses on the evaluation
of IR systems rather than on the management of the data produced by evaluation
campaigns and the management of the IR evaluation workflow.

6 Discussion

The DIRECT infrastructure effectively supports the management and curation of
the data produced during an evaluation campaign. DIRECT has been used since
2005 for managing and providing access to CLEF experimental evaluation data.
Over these years, the system has been extended and revised according to the needs
and requirements of the community. Currently, DIRECT handles about 35 million
documents, more than 13 thousand topics, around 4 million relevance judgments,
about 5 thousand experiments and 20 million measures. This data has been used by
more than 1,600 researchers from more than 75 countries world-wide.

Thanks to the expertise we have acquired in designing and developing it, we can
now say that it would be preferable to have two distinct infrastructures rather than a
single one:

• one to manage all those activities which are needed to run a cycle of an evaluation
campaign;

12 http://wice.csse.unimelb.edu.au:15000/evalweb/ireval/
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• one for the long term preservation and curation of the information produced by
the various evaluation campaign cycles over time.

In fact, DIRECT solves two different problems at the same time: those related to
the management of the evaluation campaign cycles and those related to the archiv-
ing, preservation and curation of the experimental data produced by evaluation cam-
paigns. However, these two kinds of activities are very different and managing them
with a single infrastructure adds sizeable complexity to its design and implementa-
tion. On the other hand, if two distinct infrastructures were to be designed and imple-
mented, each of them would be focused on a set of more homogeneous activities,
resulting in simpler and more effective infrastructures for each specific objective.
The results that are collected over time for each individual instance of an evaluation
campaign could be used, for example, for activities of data analysis transversal to
various periodic evaluation initiatives.

We have considered the possibility of developing two different infrastructures,
because we believe that this effort would be extremely useful for the long-term de-
velopment of the IR area. But developing two distinct infrastructures of this type
would involve a significant investment of human and financial resources. Unfortu-
nately, even if there is widespread agreement on the importance of experimental
data, this kind of activity is not yet considered mainstream by the IR community.
Therefore, to really value the effort and resources needed to implement such in-
frastructures, the IR community should better acknowledge the scientific value of
such endeavours and should conduct them in a coordinated way so as to distribute
the effort over different research groups and to produce a coordinated collection of
scientific data that is at the same time curated, citable and freely available over the
years for future scientific research.
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