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Abstract. Scientific data are crucial for conducting and validating re-
search, yet they are often undervalued and poorly integrated within the
broader scientific ecosystem. This issue is reflected in the typically inad-
equate documentation of datasets and their weak connections to other
research outputs in Scholarly Knowledge Graphs (SKGs).

Real-world SKGs present several challenges, including their large scale,
heterogeneity (with nodes such as authors, venues, papers, and datasets),
sparsity, and incompleteness (e.g., partial or missing descriptive nodes’
metadata). SKGs are also dynamic, constantly evolving as new entities
are introduced.

This paper presents a novel method for heterogeneous graph representa-
tion designed to improve dataset link prediction — crucial for enhancing
data discoverability and reuse. Our approach effectively addresses the
challenges outlined, ensuring suitability for inductive settings. Extensive
evaluations demonstrate that our method outperforms state-of-the-art
techniques, showcasing its robustness and effectiveness in a wide range
of scenarios. This makes it a viable solution for real-world applications,
where it can contribute to improving search and access to scientific data
within SKGs.

Keywords: Dataset link prediction - Scholarly knowledge graphs - Rep-
resentation learning.

1 Introduction

Sharing and reusing scientific data — encompassing observations, experimental
results, and research-derived information — is now a key part of the scientific
progress backbone [4, 26, 36]. Scientific data allow for validating hypotheses,
powering experiments, training Al algorithms, and accelerating research ad-
vancements. However, the historical absence of widely accepted practices for
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sharing, describing, and citing data has resulted — and continues to result — in
poorly documented datasets that are loosely linked to related research and dif-
ficult to discover, leaving many scientific datasets undervalued and underused
within the scientific community [5, 6, 26]. While proper data citation is crucial
for giving credit to data curators, robust dataset linking methods are essential
for locating relevant datasets and connecting them to publications [9], enhancing
the visibility of both datasets and their associated authors, improving reusability,
and amplifying their overall impact on scientific research.

In this context, Scholarly Knowledge Graphs (SKGs), heterogeneous attributed
graphs interconnecting research outcomes, are crucial for efficiently collecting, or-
ganizing, and exploring the vast amount of scholarly data — such as publications,
authors, and keywords — and their interconnections. Several SKGs, such as the
Microsoft Academic Knowledge Graph (MAKG) [32], Open Research Knowledge
Graph (ORKG) [20], and the OpenAIRE Graph (OAG) [23], represent datasets
along with other entities. These graphs are characterized by their dynamic nature
(with new publications and datasets continually being added), incompleteness
(with publications typically having rather complete metadata while datasets of-
ten lack adequate descriptions), and sparseness (loosely connected publications
and datasets). Isolated or loosely connected datasets in SKGs, combined with
incomplete and low-quality descriptive metadata, make these datasets difficult
to discover and reuse effectively [18]. To address these issues, there is an urgent
need for advanced automatic methods to infer missing links between publications
and datasets, thereby enhancing SKG connectivity and dataset discoverability.
These methods must be robust to manage heterogeneity, noise and sparseness,
adaptable to leverage graph topology when text is lacking and wversatile to elim-
inate the need for costly retraining whenever new data is added. Establishing
links between publications and datasets is essential for building dense, intercon-
nected research networks that support a variety of downstream tasks. No method
has been developed explicitly for dataset link prediction or connecting publica-
tions with datasets. The most advanced approaches in the scholarly domain
leverage Graph Representation Learning (GRL) [13, 24, 37], which transform
graph elements into continuous vector spaces to capture structural and semantic
properties. While not explicitly designed for dataset link prediction, some GRL
methods can be adapted for this purpose. These methods include both homoge-
neous approaches [16, 21, 30], which assume uniform node and edge types, and
heterogeneous approaches |7, 8, 13, 24, 35, 37|, which are tailored for graphs with
diverse type of nodes and relationships.

In this work, we propose the Scholarly Attention Network (SAN) method and
evaluate its performance on dataset link prediction. SAN leverages heterogeneous
graph representation and is designed to operate in real-world settings, accom-
modating heterogeneous, sparse, and noisy SKGs. Additionally, SAN works in
both transductive and inductive scenarios — a capability tested for the first time
here — and is effective whether full, or incomplete metadata are available. For
evaluation, we rely on subsets of OAG, the backbone of the European Open Sci-
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ence Cloud (EOSC, https://eosc.eu/), which is open-access, frequently updated,
and comprizes scientific datasets.
We address three research questions:

RQ1 (Robustness). How well can dataset link prediction methods cope with
the noise and sparsity commonly found in real-world SKGs?

RQ2 (Adaptability). Is it possible to strengthen the role of graph structure
when textual metadata is limited?

RQ3 (Versatility). Can the models perform reliably in both transductive and
inductive learning scenarios?

The main contributions of this work are as follows:

— Introduction of SAN, a novel heterogeneous graph representation method
that demonstrates effectiveness and stability across transductive, inductive,
and semi-inductive scenarios.

— A comprehensive evaluation across environments varying from metadata-rich
to metadata-free, showing that SAN performs well in situations where text
is scarce by effectively utilizing graph topology.

— A comparative analysis against existing graph-based baselines, revealing con-
sistent improvements across all evaluated settings.

Outline. In Section 2 we describe current state-of-the-art GRL methods; in
Section 3 we formalize the dataset link prediction task; in Section 4 we describe
the SAN method; in Sections 5 and 6 we describe the experimental setup and
discuss the results. In Section 7, we report an ablation study. Finally, in Section
8, we draw some conclusions.

2 Related works

2.1 Scholarly Knowledge Graphs

SKGs are structured representations of scientific outputs, interconnecting enti-
ties such as publications, authors, and datasets. Despite the growing recognition
of the value of datasets, several scholarly graphs, like AMiner [27] and DBLP [22],
primarily focus on mapping connections between publications.

In contrast, more recent SKGs have started incorporating datasets, such as
the MAKG [32], which includes 200 million nodes and over 10 billion relation-
ships; the ORKG [20], which contains about 5 million nodes and 50 million
relationships; the DSKG [11], linking 2,000 datasets to 635,000 publications
(and other Linked Data sources like MAKG, ORCID, and Wikidata); and the
OAG (23], the largest with 227 million nodes and 15 billion relationships, offering
open access to more than 60 million datasets. Recently, the MES graph [19], a
subgraph of OAG, was published. It is semi-automatically curated and serves as
a reliable ground truth dataset for testing graph-based machine learning algo-
rithms.
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On the other hand, we observed that several state-of-the-art methods involv-
ing datasets — e.g., dataset recommendation — have been evaluated on resources
that we do not include in our study due to certain limitations — such as being
overly homogeneous, tailored to specific tasks, limited to metadata-based pre-
diction and recommendation, or not representing real-world SKGs. Specifically:
(i) LinearSVM _ Dataset is a bipartite graph with only 1,691 dataset titles (from
DSKG [11]) and 88K abstracts from MAKG, offering limited structural and re-
lational diversity; (ii) The DataFinder Dataset [31] is not a proper SKG, as it
lacks critical node types such as authors, venues, and organizations, consisting
solely of 17K textual queries paired with 7K relevant datasets; (iii) The Delve
[1] subsets, include datasets linked to an average of two publications each — a
connectivity level that does not reflect the higher sparsity observed in real-world
SKGs, where most datasets are linked to only a single publication.

2.2 Dataset link prediction

To date, no existing method specifically addresses the problem of interlink-
ing publications and datasets. A straightforward approach could involve gen-
erating separate embeddings for publications and datasets, and then combin-
ing them to assess their mutual relevance and establish meaningful connections
between them. Several methods exist to generate the embeddings. Techniques
like Node2Vec [15] and Metapath2Vec [10] capture structural features through
graph exploration and generates nodes embeddings. Translational models like
TransE [3] represent relationships as vector translations, making them effective
for capturing semantic similarity between entities. ComplEx [28] extends this by
handling asymmetric relations using complex-valued embeddings. Other meth-
ods instead, rely on GRL.

Graph representation learning (GRL). Representation Learning in graphs
aims at converting nodes, edges, or entire graphs into continuous vector spaces
in a way that the resulting representations effectively capture the graph’s struc-
tural, semantic, and relational information. These representations are used to
perform various tasks, including node classification, link prediction and recom-
mendation.

Some approaches are designed for homogeneous graphs. Graph Convolu-
tional Networks (GCNs) [21] focus on learning node embeddings by aggregating
and transforming information from neighboring nodes with graph convolutions.
GraphSAGE [16] samples a fixed set of representative neighbors from each node
and aggregates neighbors representations relying on mean, LSTM, or pooling
techniques. GAT [30] employs a similar method and proved to be effective on
inductive settings by learning nodes representations relying on attention mech-
anism.

Other GRL techniques focus on heterogeneous graphs [34], which is more
challenging due to the multiple types of nodes and edges, and varying feature
sets across nodes. HetGNN [37] addresses these challenges by sampling neigh-
bors for each type from a node’s neighborhood and aggregating them using a
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bi-LSTM. RGCN [8] builds on GCNs by incorporating edge and node types.
Other methods use attention mechanisms: GATNE [7] handles multiplex graphs
by integrating edge attributes, while HGT [17] employs a transformer-based
and type-specific attention mechanism to manage diverse node and edge types.
HAN [35] and MAGNN [13] leverage metapaths, sequences of node and edge
types that define relational patterns, with HAN aggregating information from
different metapaths and MAGNN performing both intra- and inter-metapath
aggregation. HiNormer [24] uses two encoders, a local structure encoder and a
heterogeneous relation encoder.

HAN, HGT, HetGNN, MAGNN, and HiNormer have been tested on various
subsets of AMiner and DBLP, but they considered only heavily cleaned sub-
graphs without any dataset node. HetGNN and HGT were evaluated for link
prediction (HetGNN for author-author and HGT for paper-author links).

3 Task definition and challenges

This section provides a formal definition of SKG, heterogeneous GRL, and the
dataset link prediction task with its open challenges.

Definition 1 A Scholarly Knowledge Graph (SKG) is a tuple
g:(V757’A7R’ a’ /8)

where V,E, A, R are the sets of nodes, edges, node types, edge types, respectively.
Then, a:V—A is a node type function that maps each node v€Y to one node
type a€A, while B:E—R is an edge type function that maps each edge e€E to an
edge type reR. An SKG is heterogeneous if it has multiple node and edge types
such that |A| +|R| > 2.

An SKG typically combines structural information (edges) with semantic
details (nodes and their types), offering a rich and expressive representation for
dataset link prediction tasks. Its heterogeneous nature introduces complexity but
also enables the modeling of diverse relationships and attributes among different
entities.

Definition 2 We denote the publication as V, and the dataset nodes as Vg,
where V, N Vy=0. The goal of dataset link prediction task is to estimate the
likelihood of an edge existing between two nodes (u,v), where u € V, and v€Vy,
such that ¥ : (V,xVq)—[0,1].

The dataset link prediction task presents significant challenges due to the
sparse and incomplete nature of SKGs, which often contain multiple connected
components, duplicated nodes, missing links, and heterogeneous, incomplete
metadata. Additionally, no existing methods are specifically designed to address
link prediction in SKGs that exhibit these complexities. This challenge is further
compunded by the absence of publicly available datasets tailored for this task.
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Fig. 1: The SAN Architecture comprizing the collection and augmentation, neigh-
bors sampling, and the aggregation phases.

These factors underscore the problem’s complexity and highlight the need for
novel approaches to handle the structural intricacies and data gaps in SKGs.

We study the dataset link prediction task as a node-representation learning
problem.

Definition 3 Given an heterogeneous SKG G, the objective of GRL is to learn
a function f:V — R? that maps each node vEV to a d-dimensional embedding
space, where d<|V|. This embedding is designed such that for any two nodes u €
V, and v € Vy, the dot-product of their corresponding vectors w - v approzimates
the scoring function 1.

GRL provides a way to map heterogeneous nodes into a shared embedding
space, capturing their features and the graph’s structure. This is crucial for
the dataset link prediction task, where the relationship between query nodes
(publications) and potential datasets must be effectively learned and represented
in the embedding space.

4 Architecture

In this section, we present the SAN architecture, illustrated in Figure 1. The
pipeline comprizes three phases: (1) collection and augmentation, (2) neighbors
sampling, and (3) aggregation.

Collection and Augmentation This phase is carried out offline to address
the sparsity issue in SKGs. Given an SKG as input, SAN extracts the available
textual metadata from the publication and dataset nodes (@). It then performs
entity linking (@) [2] to identify and disambiguate entities within the textual
content. Additionally, it applies topic modeling (@) using BERTopic [14], which
leverages transformer-based embeddings and c¢-TF-IDF to cluster similar docu-
ments based on shared topics.

Topics represent broader themes that act as central hubs within the SKG,
connecting multiple disconnected components and improving the graph’s over-
all connectivity. On the other hand, entities are more specific and, when shared
between nodes, suggest that those nodes are likely related by similar or closely re-
lated content. This distinction strengthens the graph’s structure by using topics
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to boost general connectivity and entities to emphasize specific content overlaps
between nodes. Entities and topics are subsequently integrated into the SKG
as new nodes of type entity and topic. This phase results in an enhanced SKG.
For each node, SAN extracts and concatenates two vectors: one based on graph
topology using node2vec [15], and the other based on textual metadata using
pre-trained models — in our case we employ the all-MinilM-L6-v2 sentence
transformer 4 for longer textual metadata and phrase-BERT [33| for shorter
text like topics. This phase aims to address the sparsity issue often affecting
the SKGs, improving robustness (RQ1) by adding new nodes that enhance the
graph’s connectivity.

Sampling Due to the small-world property of many graphs, representing a
neighborhood several hops away can involve a large number of nodes. Therefore,
given a target node v in the enriched SKG, this phase aims to explore the
neighborhood of v and gather a representative set of neighbors of various types.
A common neighbor sampling method, used in approaches like GraphSAGE,
is random sampling. However, this approach may produce an unrepresentative
sample because SKGs are heterogeneous, with a highly imbalanced distribution
of node types. In practice, author nodes often lack disambiguation, leading to a
large number of mostly isolated nodes in the SKG. In contrast, venue nodes are
typically fewer and more interconnected.

Taking this issue into account, for a given target node v, we generate a set
of random walks of length [ originating from v (@). We ignore edge directions
in the SKG because for each edge we can assume there exists an edge in the
opposite direction (e.g., for each cites edge we can assume a cited by exists
in the opposite direction). Then, we select the k random walks with the highest
similarity scores with the target node v, computed as follows:

' 1 c0s(V.y, Vi)
k) = ——— T dv.d)
sim_score(v, walk;) |walk;| i, d(v,1)

where walk; is one random walk, m = |walk;| is the number of publication
and dataset nodes in the walk j, the node ¢ is either a publication or a dataset
(i € {VpUWa}), v, and v; are the embeddings encoding the textual metadata of
v and 17 respectively, cos(vy,Vv;) is the cosine similarity, defined as m and
d is the distance — i.e., the number of nodes — between the target node v and the
node ¢ in the walk. In step (@)7 SAN selects the top n publications and datasets
with the highest cosine similarity to the target v from the k selected walks. For all
other node types, it selects the n nodes closest to the target v within each type.
In the sampling phase, the goal is to enhance adaptability (RQ2) by selecting a
subset of representative neighbors instead of capturing the full neighborhood of
a node. This strategy allows the model to adapt to dynamic graphs of varying
sizes, without relying on global knowledge of the entire node set.

4 https://huggingface.co/sentence-transformers/all-MiniLM-L6-v2
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Aggregation In the aggregation step (@), SAN uses multihead attention [29]
to combine neighbor vectors and derive the final embedding representation of
the target node v. Multiple attention heads allow to focus on different aspects
of the input [29].

Formally, SAN combines three input matrices: Query (Q), Key (K), and
Value (V), of sizes (ng, dmodet)s (N s dmodet), (M, dmoder) Where ng, ng, ny
are the numbers of queries, keys, values embeddings respectively, and d;,oder
their dimension. For each attention head ¥,...,9,...,Yy, these matrices are
transformed as follows: ngQW?, K,=KW/, and V,=VW/, where W?,
Wf, and W}/ are projection matrices of size (dmoder, d) and dk:% is the
dimensionality of the projection space for each head. For each head 1, the
attention scores are computed using the scaled dot-product attention mechanism:

¥y = Attention(Qy, Ky, V) = softmax (QZKZT> V.
Vi,
The outputs from all heads are then concatenated and linearly projected to form
the final output. The embeddings obtained are finally concatenated to obtain the
final target node embedding representation.

We experimented with various embedding combination methods, including
bi-LSTM, GRU, and mean pooling, both as replacements for multihead attention
and for the final concatenation step. However, the combination of multihead
attention and concatenation consistently outperformed these alternatives.

Multihead attention excels at capturing the intricate relationships between
topological structures and textual metadata, allowing the model to understand
how individual node features interact across different nodes and their descrip-
tions. This capability is especially crucial in heterogeneous graphs, where differ-
ent node and edge types may have varying levels of importance.

This phase enhances versatility (RQ3) by addressing the integration of mul-
tiple information sources, enabling the model to adjust to a range of real-world
metadata scenarios.

Training We obtain the final node representations, which can be utilized in
link prediction task. In this work, we used a mini-batch gradient descent training
procedure. We optimized the model by minimizing the cross-entropy loss using
negative sampling. Formally, the loss function is defined as:

L=— ( Z logo (hzhv) + Z log o (—hI’hv/)> ,

(u,'u)éfpyd (ulvv/)g‘gp,d

where o represents the sigmoid function, h, and h, are the embedding repre-
sentations for publication v and dataset v, £, 4 denotes the set of positive edges
between publications and datasets. For each positive edge (u,v)€E, 4, we sample
uniformly at random a negative pair (u’,v")¢&, 4, of publications and datasets
not directly connected in the ground-truth.
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Table 1: Nodes and edges statistics of the used datasets.

‘Nodes ‘Edge

Publication 2,1K |P-P 450 P-A 9,8K
MES Dataset 3K P-D 2,5K D-A 10,2K

Author 9,6K |D-D 1,2K

Publication 42,6K|P-P 18,3K D-K 17K

Dataset 33,8K|P-D 295K P-V 426K
PubMed Author 334K |D-D 8K P-O 87,5K

Keyword 10,8K|P-A 180K D-O 515

Venue 6,7K |D-A 94,6K

Organization 14,8K |P-K 6,6K

5 Evaluation

We evaluate SAN across three increasingly complex settings. In the first set-
ting, referred to as transductive, the entire set of publications and datasets
is accessible during training, and the SKG remains unchanged. This standard
setup has also been adopted in previous works [13, 24, 37|. In the second setting,
termed semi-inductive, new publications are introduced at test time, while
all datasets are available during training. The task involves predicting links be-
tween these unseen publications and the known datasets. It is worth noting that
this semi-inductive scenario is sometimes labeled as simply "inductive" in prior
work [37]. In contrast, we define a fully inductive setting as one where both
new publications and new datasets appear during testing, closely reflecting the
dynamics of real-world SKGs. The goal here is to predict links between the new,
unseen publications and datasets. Further, we test the models’ robustness in the
absence of textual metadata under the following different metadata conditions
for each setting. The ideal metadata setup represents the ideal scenario where
all datasets are fully described by complete metadata — i.e., all the datasets have
a title and a description. The real metadata setup represents intermediate
scenarios where only 75%, 50%, or 25% of the datasets have complete metadata,
with the datasets containing metadata randomly selected. This setting reflects
real-world conditions, as in real SKGs, datasets may or may not have compre-
hensive and descriptive metadata. The implementation of SAN and the related
datasets are available on GitHub®.

Datasets and Measures We use two SKGs extracted from the OAG [23]:
MES [19] and PubMed®. MES is a curated scientific graph interconnecting pub-
lications, datasets, and authors; it represents a reliable snapshot of the scien-
tific activity of the European Marine Science (MES) community of OpenAIRE.
PubMed is a larger subgraph of the OAG also interconnecting a set of publi-
cations and datasets, authors, venues, organizations and keywords. Differently

® https://github.com/HeterogeneousGL-SAN/SAN.
5 Datasets are available at https://figshare.com/s/1e11a6f03fbf97d61936?file=48494335
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from MES, PubMed is not curated. The statistics of the resulting SKG are de-
scribed in Table 1. We divided the P — D (publication-dataset) edges into five
sets: training, validation, and three test sets (transductive, semi-inductive, and
inductive). The P— D edges in the three test sets were randomly extracted from
the original MES and PubMed datasets. Publications and datasets included in
the semi-inductive and inductive test sets were removed from the original MES
and PubMed datasets. From the filtered MES and PubMed datasets, we ex-
tracted a set of P — D edges for validation and left the remaining part to train
the model. In MES, we used 2K edges for training, 155 for validation and 155
for each of the three test sets; in PubMed we used 26.8K for training, 1.8 K for
validation, and 1.8K for each of the three test sets. For evaluation, we use the
Area Under the ROC Curve (AUC) curve and Fl-score. AUC and F1-score have
been extensively used to evaluate link prediction performances of several graph
learning approaches [13, 37].

Parameters of SAN We initialized publication and dataset nodes with em-
beddings from the all-MiniLM-L6-v2 pretrained sentence transformer, chosen
for its effectiveness on short text. For keywords, entities, and topics—typically
short phrases of one to five words—we used phrase-BERT to generate their em-
beddings. Additionally, topological embeddings for all nodes were computed us-
ing node2vec [15]. Entity extraction was performed on publication and dataset
metadata using DBpedia Spotlight [25], with a confidence threshold of 0.75.
Topics were identified via BERTopic [14], using a minimum cluster size of 2
documents and refined with KeyBERT.

SAN was trained for 100 epochs with early stopping to reduce training time,
using a learning rate of 1 x 10~° and a mini-batch size of 1024. For each target
node, we sampled 5 neighbors from publication or dataset nodes, 5 from key-
word, topic, or entity types, and 5 from venue, author, and organization types.
The multihead attention mechanism used 8 heads and produced embeddings of
dimension 128. Hyperparameters — including number of epochs, learning rate,
batch size, attention heads, and neighbor sampling counts — were tuned via grid
search.

Baselines We compared SAN with five inductive graph-based baselines. For
each baseline, we report the best results obtained through grid search. The node
embeddings were initialized by concatenating the textual embeddings using the
all-MiniLM-L6-v2 pre-trained Sentence Transformer with those from node2Vec.
GraphSAGE [16] (SAGE for brevity) and GAT [30] were trained for 200 epochs
with a learning rate of 107° and early stopping. The output dimension was set
to 128. Similarly, HAN [35] and HGT [17] were trained for 200 epochs with a
learning rate of 10™4, also utilizing early stopping, with an output dimension of
128. HetGNN [37] (HGNN for brevity) was trained for 100 epochs with early
stopping, a learning rate of 1072, and 10 neighbors per node type, as specified
in the original paper. The baselines used in this study have been widely used
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Table 2: AUC and F1 score over the MES (left) and PUBMED (right) datasets in
transductive (Tran), semi-inductive (Semi), and inductive (Ind) settings. 100%
indicates that all the datasets have textual metadata. [75%, 50%, 25%)] indicates
the percentage of datasets having textual metadata.

MES PUBMED
SAGE GAT HGT HAN HGNN SAN| SAGE GAT HGT HAN HGNN SAN
Tran AUC 0.980 0.933 0.921 0.838 0.912 0.986| 0.871 0.825 0.839 0.578 0.752 0.967
F1 0.958 0.927 0.860 0.825 0.871 0.959| 0.798 0.818 0.766 0.532 0.700 0.878
100% Semi AUC 0.973 0.904 0.883 0.593 0.899 0.983| 0.860 0.821 0.793 0.470 0.743 0.948
F1 0.956 0.890 0.827 0.653 0.862 0.945| 0.790 0.812 0.654 0.433 0.709 0.860
Ind AUC 0.945 0.896 0.772 0.494 0.872 0.948| 0.854 0.818 0.710 0.453 0.722 0.943
F1 0.920 0.880 0.746 0.326 0.821 0.944| 0.790 0.809 0.523 0.422 0.701 0.858
Tran AUC 0.933 0.889 0.856 0.834 0.830 0.971| 0.727 0.731 0.771 0.572 0.691 0.942
F1 0.920 0.858 0.785 0.823 0.778 0.926| 0.731 0.747 0.679 0.529 0.617 0.859
75% Semi AUC 0.920 0.883 0.845 0.592 0.821 0.969| 0.707 0.719 0.732 0.469 0.632 0.940
F1 0.885 0.860 0.759 0.652 0.783 0.894| 0.714 0.735 0.665 0.411 0.609 0.847
Ind AUC 0.907 0.840 0.734 0.515 0.812 0.957| 0.703 0.710 0.643 0.459 0.652 0.938
F1 0.872 0.814 0.709 0.369 0.775 0.876| 0.712 0.734 0.462 0.389 0.573 0.846
Tran AUC 0.901 0.867 0.801 0.815 0.806 0.951| 0.612 0.644 0.703 0.568 0.567 0.932
F1 0.808 0.817 0.702 0.800 0.754 0.843| 0.652 0.663 0.668 0.489 0.502 0.803
50% Semi AUC 0.851 0.833 0.787 0.582 0.789 0.944| 0.603 0.630 0.701 0.483 0.564 0.922
F1 0.797 0.788 0.714 0.642 0.735 0.840| 0.634 0.644 0.576 0.435 0.488 0.809
Ind AUC 0.753 0.802 0.691 0.505 0.776 0.943| 0.601 0.627 0.584 0.478 0.499 0.921
F1 0.746 0.769 0.684 0.326 0.710 0.795| 0.632 0.640 0.532 0.412 0.464 0.797
Tran AUC 0.831 0.826 0.780 0.784 0.802 0.840| 0.547 0.585 0.688 0.559 0.451 0.900
F1 0.717 0.745 0.689 0.690 0.705 0.700/ 0.566 0.582 0.668 0.478 0.456 0.716
25% Semi AUC 0.826 0.771 0.725 0.529 0.764 0.835| 0.541 0.565 0.649 0.473 0.433 0.896
F1 0.726 0.732 0.664 0.629 0.700 0.688| 0.564 0.553 0.451 0.421 0.438 0.707
Ind AUC 0.735 0.748 0.650 0.444 0.732 0.790| 0.531 0.559 0.512 0.448 0.411 0.800
F1 0.646 0.612 0.624 0.284 0.617 0.628| 0.556 0.551 0.371 0.398 0.401 0.693

in previous research on GRL, and they are applicable in both transductive and
inductive settings. To implement the baselines we used PyTorch Geometric [12].

Certain baselines were excluded from this study. GATNE [7] was not con-
sidered because it requires multiple relation types within the same set of nodes.
MAGNN [13] was excluded since it was designed for the node classification task,
and was not designed for the inductive settings. HiNormer [24] was also not
included, as it has not been designed for link prediction tasks.

6 Results

In this section, we report the experimental results for dataset link prediction on
MES and PubMed for all the tested settings.

Table 2 present the results for the link prediction task on the MES and
PubMed datasets in the three settings: transductive, semi-inductive, and fully
inductive. On the MES dataset, SAN consistently outperforms all baselines in
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nearly all scenarios both in terms of AUC and F1 score, except when only 25%
of the datasets have no metadata where SAGE and GAT perform better than
SAN in terms of F1 score. All models perform best in the transductive set-
ting with full metadata availability, the default and least realistic scenario in
the current academic landscape. Notably, in this scenario, the performance of
all examined models, including SAN, tends to decrease slightly in semi- and
fully inductive settings. This is reasonable as the prediction is made for un-
seen nodes. SAN and SAGE are the only methods whose AUC and F1 exceed
the 0.9 in transductive, semi-inductive and inductive settings. The exception is
HAN, which performs significantly worse in the semi-inductive and inductive
settings. Its results indicate that while the AUC and F1 scores are higher than
0.8 in the transductive setting, they drop below 0.5 in the inductive setting.
When evaluating performance in more realistic conditions where some datasets
lack metadata, we observe that as the percentage of datasets with metadata de-
creases (from 75% to 25%), the performance of all the tested models decreases.
This decline underscores the importance of text-based features for baselines.
Furthermore, as the percentage of datasets with metadata decreases, the ability
of the baselines to generalize to new, unseen data diminishes. SAN is the only
method that consistently maintains an AUC above 0.9 and an F1 score of at
least 0.8, even when the 50% of the dataset nodes lack textual metadata. This
suggests that the SAN approach, combining different node embeddings while in-
corporating topology-based features, effectively mitigates the impact of missing
text-based features, significantly affecting the performance of other baselines.
Interestingly, SAGE and GAT, designed for homogeneous graphs, emerge as the
most resilient baselines. In the MES dataset, as the proportion of datasets with
metadata decreases to 25%, all methods experience a significant performance
drop. In particular, SAN’s AUC decreases by 0.1 when the available metadata
are reduced from 50% to 25%. This is linked to the MES SKG size. When only
25% of the datasets contain available metadata, only 750 datasets have defined
textual metadata, which is insufficient for making accurate predictions.

Notably, SAN is robust when applied to real-world, sparse, large, and not
curated SKGs like PubMed. As in the previous case, the performance of all
tested methods declines in semi-inductive and inductive settings, along with the
decreasing availability of textual metadata. This is expected as the setting be-
comes increasingly challenging. SAN demonstrates the greatest resilience to the
absence of textual metadata and inductive settings, remaining the only method
maintaining an AUC above 0.9 and an F1 score above 0.8 across all settings with
more than 25% available metadata and 0.8 and 0.7, respectively, at 25%. In this
regard, none of the other tested methods surpass an AUC of 0.871 (SAGE) or an
F1 score of 0.818 (GAT). Furthermore, performance drops substantially as the
number of datasets with available metadata decreases. In the most challenging
scenario, with only 25% of datasets containing available metadata and within
an inductive setup, SAN surpasses the best baseline (GAT) by 43% in AUC and
25% in F1. We see that HAN and HGNN are the models with the lowest perfor-
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Table 3: AUC and F1 scores over the MES dataset in transductive and 100%
metadata available setting. The column "no augmentation" refers to the models
run excluding topics and entities; "augmentation" reports the results on the
enriched graph.

lAugmentation[No Augmentation
Method A5—F1 [aUC  FI

GAT 0.872 0.831 |0.933 0.927
SAGE |0.901 0.882 |0.980 0.958
HGT 0.932 0.868 |0.921 0.860
HAN 0.863 0.844 |0.838 0.825
HGNN |0.933 0.884 |0.912 0.871

SAN |0.986 0.959 |0.912 0.876

mance on the PubMed dataset, having the AUC and F1 always lower than 0.58
and 0.76, respectively, showing their low effectiveness on real-world SKGs.

7 Ablation study

Components analysis. We first assess how the augmentation phase — specif-
ically, the integration of entity and topic nodes to reduce overall sparsity — af-
fects system effectiveness. In particular, we investigate whether the enriched
graph structure enables more meaningful neighborhood interactions and im-
proves the model’s ability to capture relevant relationships. In Table 3 presents
the performance of five systems with (augmentation column) and without (no
augmentation column) this phase. For GAT and GraphSAGE, the inclusion of
heterogeneous node types reduces model effectiveness. In SKGs, embeddings are
generated differently depending on node type, and aggregating such diverse rep-
resentations can hinder overall performance. In contrast, SAN and HGNN gain
from the introduction of additional nodes, showing improved results on the en-
riched graph. This highlights that augmentation is especially advantageous for
models designed to leverage structural properties and heterogeneity. For HAN
and HGT, omitting the augmentation phase results in a slight performance de-
crease. In conclusion, the augmentation phase is particularly beneficial for models
such as SAN and HGNN, which are specifically designed to exploit heterogeneity
and graph topology. Conversely, for models not tailored to handle diverse node
types, augmentation may offer limited benefits or even negatively affect perfor-
mance. To assess the effectiveness of different aggregation strategies within SAN,
we compared multihead attention, bi-LSTM, GRU, and linear transformation.
The evaluation was based on AUC and F1 scores on the MES dataset across
two settings: an ideal transductive scenario with 100% metadata availability,
and a more realistic fully-inductive scenario with only 50% metadata available.
Figure 2a shows that multihead attention demonstrates the highest robustness,
with bi-LSTM and GRU following closely behind. In contrast, linear transforma-
tion results in the lowest performance in the dataset link prediction task. These
findings suggest that multihead attention is particularly well-suited, as it allows
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1o/deal - Transductive and 100% available metadata , | Real - Full inductive and 50% available metadata 1 oldeal - Transductive and 100% available metadata | | Real - Fullinductive and 50% available metadata
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(a) Component-based analysis of the ag- (b) Component-based analysis of the
gregation phase. combination phase.

Fig.2: Comparison of aggregation (on the left) and combination phases in the
pipeline (on the right).

1o ldeal - and 100% ayailable metadata | | Real - Full inductive and 50% available metadata 1ldeal - Transductive and 100% available metadata | | Real - Full inductive and 50% available metadata

-

] 3 3 5 5 3 @ EY 1024 2008 siz 1020
# neighbors per type # neighbors per type Mini-batch size Mini-batch size

(a) Number of neighbors of a target node (b) Mini-batch size analysis.
sampled for each node type.

Fig.3: Hyperparameter analysis: number of neighbors (on the left), and mini-
batch size (on the right).

the model to focus on different parts of the embedding space, capturing diverse
relational patterns and improving overall predictive performance. Moreover, in
scenarios where textual metadata is missing or scarce, multihead attention can
better leverage topological information, compensating for the lack of semantic
features, maintaining high performance even without metadata. Finally, we as-
sessed the performance of SAN by experimenting with alternative embedding
combination strategies in place of simple concatenation. While SAN originally
relies on concatenation to merge embeddings, we evaluated several other meth-
ods, including bi-LSTM, GRU, multihead attention, linear projection, and mean
pooling. Figure 2b presents the results on the MES dataset under both ideal and
real-world conditions. Among the tested approaches, concatenation remains the
most effective, whereas GRU and linear projection yield the weakest perfor-
mance.

Hyperparameter analysis. One key factor that affects efficiency, closely re-
lated to SKGs, is the number of neighbors sampled for each node type when
targeting a node v;. SKGs tend to have an imbalanced distribution of node
types, so selecting the most representative nodes is crucial to ensure a well-
balanced and meaningful set. Sampling too many nodes may introduce noise by
including irrelevant or redundant information, while sampling too few could lead
to an incomplete and unrepresentative set of neighbors. Another critical aspect
influencing the overall efficiency of the model is the mini-batch size. Smaller
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batches enable faster training but increase the likelihood of overfitting. On the
other hand, larger batches may reduce the risk of overfitting, yet they can lead
to slower convergence and may require more computational resources. Figures
3a and 3b display our analysis on the MES dataset. As in previous experiments,
we compare two scenarios: the ideal and the real-world setting. In both cases,
performance shows slight variations with the number of neighbors considered,
reaching a peak when selecting five neighbors per type. These small fluctuations
suggest that multihead attention effectively mitigates the effects of additional or
missing nodes, highlighting its adaptability and robustness in real-world SKGs.
Regarding mini-batch size, we observe that batches smaller than 1024 lead to a
higher risk of overfitting, while larger batches tend to result in slower convergence
and increased computational requirements.

8 Conclusions

Scientific data is crucial for research progress, yet datasets are often poorly
described and hard to find. While curated SKGs focus mostly on publications,
those that include datasets tend to be large but uncurated, with incomplete
metadata and weak interlinking. This results in SKGs that are noisy, sparse,
and heterogeneous, making data discovery and citation difficult. In this context,
tasks like link prediction become especially important.

We propose SAN, a method for enriching SKGs and performing heteroge-
neous GRL. SAN adopts a three-phase approach: it enhances graph connec-
tivity using text-derived nodes, selects relevant neighbors via random walks,
and combines their representations with multihead attention. This architecture
seamlessly integrates textual information with graph topology while not rely-
ing on complete metadata coverage. Additionally, we conduct extensive exper-
iments across three settings (transductive, semi-inductive, fully inductive) and
under two metadata conditions (ideal and real) using two benchmark datasets.
Our evaluation emphasizes the often overlooked importance of generating pre-
dictions for newly added items without requiring model retraining. The results
demonstrate SAN’s effectiveness compared to four inductive baselines. We ex-
plored three research questions focused on robustness, adaptability, and ver-
satility. Our findings show that SAN delivers strong dataset link prediction
performances even in inductive scenarios with little textual metadata available,
thanks to its ability to extract and utilize topology-based features. Current meth-
ods struggle to effectively use high-quality textual metadata. As a consequence,
future research should explore mixture-of-experts architectures to address this
gap. Further experiments should use SAN for other link prediction tasks, like
author-venue and publication-venue predictions, to encourage collaborations and
suggest relevant venues.
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