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ABSTRACT
Supervised machine learning algorithms require a set of labelled
examples to be trained; however, the labelling process is a costly
and time consuming task which is carried out by experts of the do-
main who label the dataset by means of an iterative process to �lter
out non-relevant objects of the dataset. In this paper, we describe a
set of experiments that use gami�cation techniques to transform
this labelling task into an interactive learning process where users
can cooperate in order to achieve a common goal. To this end, �rst
we use a geometrical interpretation of Naïve Bayes (NB) classi�ers
in order to create an intuitive visualization of the current state of
the system and let the user change some of the parameters directly
as part of a game. We apply this visualization technique to the clas-
si�cation of newswire and we report the results of the experiments
conducted with di�erent groups of people: PhD students, Master
Degree students and general public. Then, we present a preliminary
experiment of query rewriting for systematic reviews in a medical
scenario, which makes use of gami�cation techniques to collect
di�erent formulation of the same query. Both the experiments show
how the exploitation of gami�cation approaches help to engage
the users in abstract tasks that might be hard to understand and/or
boring to perform.

CCS CONCEPTS
• Information systems→Multilingual and cross-lingual retrieval;
Crowdsourcing; • Theory of computation → Active learning; •
Applied computing → Language translation; Health care infor-
mation systems; • Software and its engineering → Interactive
games;
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1 INTRODUCTION
The creation of a ground-truth, or golden standard, in machine
learning is usually very expensive as it requires a manual labelling
of the objects by experts in the �eld. In order to reduce the costs
of this labelling phase, it is possible to use crowd-sourcing and
interactive machine learning approaches [1] to annotate datasets
at a�ordable costs [27]. One major challenge in motivating people
to participate in these labelling tasks is to design a system that
promotes and enables the formation of positivemotivations towards
work as well as �ts the type of the activity. In this sense, there are
two important concepts to take into account: interpretability and
gami�cation.

1.1 Interpretability
Interpretability is a common desiderata in applications of machine
learning pertaining to expert-driven �elds (like the medical �eld,
for example) where the users want to understand and validate the
meaning of a model before even considering deploying it. One goal
of interpretability is to demystify the machine learning ‘black-box’
for non-experts by creating algorithms that can inform, collabo-
rate with, compete with, and understand users in real-world set-
tings [20]. For example, a good predictor would certainly be useful
for the case of a model returning critical decisions, like the e�ec-
tiveness of a drug in its therapeutic use. Nevertheless, making a
model that reveals the reasons why the drug would or would not
work in speci�c cases would be much more meaningful and would
enable the experts to design better therapeutic drugs in the future.1

Another issue is that the interpretability and the accuracy of a
model are concurrent tasks. For instance, in order to interpret the
prediction of a classi�er, it is usually suggested to use a few number
of variables or few examples, but if you need accuracy, you have to
use a lot of variables and adequate training dataset. Féraud, one of
the authors of a paper introducing an approach to explain neural
network classi�cation [19], proposes a solution with two models:
one for prediction and another one for interpretation. Another way
to tackle this problem is to look for near-optimal solutions after
training the classi�er only on a small subset of the available samples,
like the work on binary classi�cation problems by [6]. In April 2016,
in a session with Ricardo Baeza Yates at Quora,2 somebody asked
the question about “How important is interpretability for a model
in Machine Learning?”. Professor Yoshua Bengio replied:

1https://goo.gl/jntQJU
2https://goo.gl/MWYJpJ
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Interpretability has been overblown. What we really
need before using a model is some (statistical) reas-
surance about the general ability of the trained model
(which is what test error and estimating uncertainty
around it aims to do). That being said, I think we
should do everything we can to �gure out what is go-
ing on inside machine learning models, because it can
help us debug them and �gure out their limitations,
thus build better models.

1.2 Gami�cation
Gami�cation is de�ned as “the use of game design elements in non-
game contexts” [7]. For example, game elements, such as leader-
boards or points, are used for purposes di�erent from their normal
expected employment and serve as a summary of users accom-
plishments [2]. Nowadays, gami�cation spreads through a wide
range of disciplines and its applications are implemented in di�er-
ent areas. For instance, an increasingly common feature of online
communities and social media sites is a mechanism for rewarding
user achievements based on a system of badges and points. They
have been employed in many domains, as for example, games for
health [26], for education [23] and for enterprises [34].

The use of gami�cation in academic research areas has been
introduced very recently and its potential is still to be explored and
validated. Information Retrieval (IR) has lately dealt with gami�ca-
tion, as witnessed by the GamifIR in 2014, 2015 and 20163. In [21],
the authors describe the fundamental elements and mechanics of a
game and provide an overview of possible applications of gami�ca-
tion to the IR process. In [32], approaches to properly gamify Web
search are presented, i.e. making both the search of information
and the scanning of results a more enjoyable activity.

1.3 Our proposal
In this paper, we present our current work on the geometrical inter-
pretation of the Bayes’ rule inspired from the idea of classi�cation
in Likelihood Spaces [33]. This visual approach has been recently
proposed as an intuitive way to teach machine learning and op-
timize probabilistic classi�ers [8, 11–13, 16]. We introduce a set
of experiments where non-experts users have used this type of
visualization to directly interact with a Naïve Bayes (NB) classi�ers.
Moreover, we present a preliminary experiment which exploits
a gami�cation approach to collect di�erent reformulation of the
same query in a medical scenario. With these two experiments we
aim at showing how gami�cation may be helpful to collect human
annotated data in di�erent settings and with di�erent approaches.

In Section 2, we introduce some basic concept of Interactive
Machine Learning that are used to present the two-dimensional
visual interpretation of a NB classi�er. Successively, Section 3 de-
scribes the experiments on the use of gami�cation approaches for
the problem of classi�cation of news and medical documents. Fi-
nally, in Section 4, we discuss some open questions and give our
�nal remarks.

3http://gami�r.com

2 INTERACTIVE MACHINE LEARNING
In Interactive Machine Learning (IML) the interaction with users
allows models to be updated fast and very accurately; in addition,
even non-expert users can solve machine learning problems with
minimum e�ort by means of intuitive visualization tools [1].

In this context, twenty years ago, Becker proposed a list of de-
sired requirements for the visualization of the structure of classi-
�ers [4]:

• to quickly grasp the primary factors in�uencing the classi�-
cation with very little knowledge of statistics;

• to see the whole model and understand how it applies to
records, rather than the visualization being speci�c to every
record;

• to compare the relative evidence contributed by every value
of every attribute;

• to see a characterization of a given class, that is a list of
attributes that di�erentiate that class from others;

• to infer record counts and con�dence in the shown proba-
bilities so that the reliability of the classi�er’s prediction for
speci�c values can be assessed quickly from the graphics;

• to interact with the visualization to perform classi�cation;
• to have a system that should handle many attributes without
creating an incomprehensible visualization or a scene that
is impractical to manipulate.

Inspired by these requirements, which are still very relevant
today, we focus on the problem of exploration and classi�cation
of large datasets by lay people. By providing adequate data and
knowledge visualizations, we obtain a twofold result: i) users have
a deeper understanding of the resulting classi�er, and ii) the pattern
recognition capabilities of the human can be used to increase the
e�ectiveness of the classi�er construction [3, 10].

In the following section, we start by providing the principal
concepts and notions that lay at basis of a NB classi�er and then we
describe the proposed interactive visualization of the NB classi�er.

2.1 Two dimensional NB Classi�cation
Di�erent Bayesian approaches has been proposed to produce pre-
dictive models, which are not only accurate, but are also inter-
pretable by human experts. One example is the Bayesian Rule List,
a model consisting of a series of if-then-statements that discretize a
high-dimensional multivariate feature space, into a series of simple,
readily interpretable, decision statements [25]. Another example,
namely the Bayesian Case Model (BCM), is a general framework
for Bayesian case-based reasoning and prototype classi�cation and
clustering. Experiments with users showed statistically signi�cant
improvements to participants’ understanding when using explana-
tions produced by BCM, compared to those given by prior state-of-
the-art approaches [24].

In this paper we describe an extension of Likelihood Spaces, a
visualization approach which is simple, but very e�ective [33]. We
consider the problem of binary classi�cation de�ned as follows:
suppose to work with a set of n classes C = {c1, ..., ci , ..., cn }, and
that an object o can be assigned to one (or more) than one class.
Instead of building one single multi-class classi�er, we split this
multi-class categorization into n binary problems [31]. Usually, the
two classes of a binary problem are: ci , the ‘positive’ class, and
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c̄i = C \ ci the ‘negative’ class (we will drop the index i when there
is no risk of misinterpreting the formula). The simplest approach of
a Bayesian classi�er is to assign the object o to the positive category
when

P(c |o) > P(c̄ |o) (1)
that is, if the probability of the class c is greater than the probability
of its complement c̄ given the object o. Bayes’ rule tells how we
can reverse this problem using the prior probability P(c) and the
likelihood of the object P(o |c):

P(o |c)P(c)
P(o) >

P(o |c̄)P(c̄)
P(o) (2)

The following step in the Likelihood Spaces projection is sim-
ply computing the log-likelihood of Equation (2) and consider
log(P(o |c)) and log(P(o |c̄)) as coordinates of a two-dimensional
space where o is classi�ed under category c when

log(P(o |c)) � log(P(o |c̄)) > log(P(c̄)) � log(P(c)) (3)

In real case scenarios, we estimate the likelihood function by
means of the class conditional probability of the features of the
object o. For example, let us assume that the objects we want to
study are characterized by a set features F = { f1, . . . , fm }. An
object o is, therefore, a particular realization of these features, and
its likelihood for category c is:

P(o |c) = P({ f1, . . . , fm }|c) (4)

An issue related to the estimation of this probability is that the
amount of data needed grows exponentially with the number of
features (e.g. if the variables in F are binary, the probability table
has 2 |F | entries [22]). For this reason, it is very common to simplify
the problem by means of a strong assumption named Naïve Bayes
assumption, i.e. all the features are conditionally independent given
the class. In mathematical terms:

P({ f1, . . . , fm }|c) =
m÷
j=1

P(fj |c) (5)

Then, the decision in the Likelihood Spaces becomes:’
j
log(P(fj |c)) �

’
j
log(P(fj |c̄)) > log(P(c̄)) � log(P(c)) (6)

The Likelihood Spaces approach has been developed under the
assumption of a zero-one loss function (equal unitary cost for both
a false positive and a false negative). In [9, 17], we extended Equa-
tion (1) to a more general case that takes into account two more
parameters:

P(o |c̄)|{z}
�

< mL P(o |c)|{z}
x

+qL (7)

wheremL and qL can be either set automatically, for example by op-
timizing a measure of classi�cation accuracy, or semi-automatically
by asking to a user to suggest the initial conditions based on a
visual inspection of the problem. The interactive visual result of
this extension is shown in Figure 1 and can be accessed online at
https://gmdn.shinyapps.io/shinyK/. This Web application is written
in R and allows users to train a NB text classi�er on a standard
text collection, the Reuters-21578 4. The two plots shown in Fig-
ure 1 illustrate the visualization of the likelihood space, with the
4http://www.daviddlewis.com/resources/testcollections/

Figure 1: Two-dimensional view of a NB classi�er on a stan-
dard text collection.

x axis representing P(o |c) and the � axis representing P(o |c̄). Each
point on the graph corresponds to an object (i.e. a document of
the Reuters collection) and its color denotes the class to which the
point belongs.

The goal is very simple: �nding the line that separates the two
sets of points (the positive and the negative category) in the best
possible way. According to the theory, we can improve the sepa-
ration of the points in two ways: we can change the estimates of
the probability of the features by modifying the values � and � of
the prior beta function; i.e. we can adjust the classi�cation line by
changing the intercept qL and the angular coe�cient mL in the
Likelihood Spaces. Notice that Figure 1 shows two lines for each
plot: the green line is the one found by a NB classi�er that uses a
zero-one loss function given by Equation (3), while the black line
is the one suggested by the user after tuning the parameters.

3 GAMIFICATION FOR NEWSWIRES AND
MEDICAL SYSTEMATIC REVIEWS

In this section, we present a set of experiments describing the re-
�nements of the probabilistic text classi�er visualization approach
which was transformed into a game. The application was imple-
mented with the Shiny package in R, which allows to build inter-
active graphics [5]. The game is based on the two-dimensional
representation of probabilities presented in Equation (7). Moreover,
we present a preliminary experiment of query rewriting in the
context of medical systematic reviews.

3.1 Gami�ed Classi�cation of Newswires
The problem of classi�cation of newswires with a gami�ed ap-
proach has been tested with di�erent users and di�erent game
interfaces, that were more and more simpli�ed compared to the
original one.
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Figure 2: Layout for students

The initial version of the interface5, shown in Figure 1, was
designed to be used by experts to understand how to optimize the
search of the optimal parameters. In the “gami�ed” version of this
problem, players have to �nd the best combination ofmL and qL
having a �xed amount of resources available to train and validate
the algorithm. The game is organized in N levels (that corresponds
to the binary classi�cation problems), which are presented from
the easiest to the most di�cult and correspond to the di�erent
classi�cation tasks of the top N classes of the Reuters 21578 dataset.
A level is di�cult when it is hard to linearly separate the positive
class c and the negative class c̄ . An object can be used during the
game either as a training example or as validation sample, but not
both. The goal of each level (and in general of the game) is to �nd
the best classi�er, i.e. the one which maximizes the F1 score, with
the least amount of resources. Resources can be used to increase
the number of objects of the training and/or the validation set. At
any point in the game, the player can use some resources to buy
additional training or validation objects. By doing so, an additional
5% of the collection is added to either the training set (more precise)
or validation set (more objects on the screen). Once the player has
found what he/she considers the best classi�er, he/she can proceed
with the test, thus the classi�er is tested on the test set and the
F1 score is computed. At this point, the level is completed and the
player is forced to go to the next level or conclude the game.

A second version of the interface was designed for PhD and
post-doc students6 and a pilot study was carried out to test this
preliminary version of the game and to collect opinions and sug-
gestions regarding possible improvements of the game [15, 28].

During the European Researcher’s Night at the University of
Padua in September 2016, we designed a third version of the inter-
face to make the game easier for kids of primary and secondary
schools, who played with the application [29]. The interface, shown
in Figure 2, lets users play only three “levels” (the levels are the cate-
gories) and gives feedback about the current performance whenever
the line is adjusted. In this experiment, we also added some incen-
tives like a public leaderboard, that was displayed and regularly
updated, and chocolate candies for the top scorer.

5Available at https://gmdn.shinyapps.io/shinyK/
6Available at https://gmdn.shinyapps.io/Classi�cation/

Figure 3: Layout for general public

The �rst week of April 2017, during an event for the brand new
50 euro note, located at one of the branches of Banca d’Italia in
Padua, we presented a fourth version of the game that was available
for the public for a whole week. For this study [29], we decided to
make the layout cleaner, see Figure 3, and add keyboard controls to
change the decision line instead of using sliders. We kept the same
game incentives, chocolate candies and leaderboard, and we added
an instructional presentation of the problem to help the player to
understand what ‘machine learning’ and ‘training set’ are.

Finally, a fourth and last version of the interface was designed
for the European Researcher’s night, organized by the University of
Padua in September 2017. Analogously to the previous experiments,
the game evolved through the same three levels: the users could
see the current score and goal when the line was adjusted, and they
could decide to spend some resources to increase the number of
training and validation objects. The main di�erence between the
previous versions of the game was the introduction of a collabora-
tive component into the game dynamic. As shown in Figure 4, the
screen was divided in two separate canvases, each one representing
the visualization of the objects and the classi�er. The player on the
left could control the slope of the line, i.e. themL parameter, while
the player on the right could set the intercept height, i.e. qL . The
players needed to collaborate in order to decide the best location
of the line and how much resources to spend. Moreover, the points
displayed on the left plot were di�erent from those displayed on the
right plot. Therefore players needed to �nd a compromise to place
the classi�cation line in order to maximize both the F1 scores. Even
for this experiment, we added chocolate candies as an incentive
to achieve the best performance using, at the same time, as less
resources as possible.

3.2 Evaluation of the Classi�cation Game
In this section we present some experimental results corresponding
to the data collected during the European Researcher’s Night in
2016 shown in Table 1, the event for the new 50 euro note shown
in Table 2, and the European Researcher’s Night in 2017 shown
in Table 3. All the experiments are conducted with the Reuters-
21578 text collection from which we selected the following three
categories GM: please ad here the categories names. Each table
report the F1 scores of the gold system, which is the score obtained
with a NB classi�er trained with the whole validation and training
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Figure 4: Layout for a collaborative two-player game

Table 1: Manual vs NB and SVM classi�ers. Classi�cation
performance during the European Researcher’s Night. The
averaged F1 measure of 28 participants is reported for each
class.

Classes Goal Manual NB SVM
1 0.950 0.931 0.943 0.940
2 0.850 0.784 0.768 0.840
3 0.750 0.715 0.715 0.730

average 0.850 0.810 0.809 0.837

Table 2: Manual vs NB and SVM classi�ers. Classi�cation
performance during theweek at the Banca d’Italia. The aver-
aged F1measure of 27 participants is reported for each class.

Classes Goal Manual NB SVM
1 0.950 0.940 0.942 0.939
2 0.850 0.807 0.786 0.841
3 0.750 0.714 0.710 0.723

average 0.850 0.830 0.813 0.834

Table 3: Manual vs NB and SVM classi�ers. Classi�cation
performance during the European Researchers night in Sep-
tember 2017. The averaged F1 measure of 14 round is re-
ported for each level.

Level Goal Manual NB SVM
1 0.950 0.831 0.939 0.942
2 0.850 0.805 0.787 0.845
3 0.750 0.731 0.713 0.716

average 0.850 0.789 0.813 0.834

set and with the optimal parameters mL and qL , as well as the
performances of the classi�er with the human interaction, referred
asmanual, and a NB and a Support VectorMachine (SVM) classi�ers,
trained on the same data points used by players. For each level the
results are averaged on the number of participants per level. Notice
that, since each participant was using a random subset of the text
collection, the algorithms were trained on a di�erent amount of

data during the game, therefore the scores in Table 1, Table 2, and
Table 3 are not directly comparable.

A total of 28 players used the interface during the European
Researcher’s Night in 2016. Table 1 presents their results showing
that the manual approach reaches performances very close the
NB classi�er and sometimes it performs even better. The results
in terms of classi�cation performance are quite surprising if you
consider that these users were mainly children who did not know
anything about machine learning or text classi�cation.

During the presentation of the brand new 50 euro note a total
of 27 participants played with the game. Their results, reported in
Table 2, are similar to those obtained from the previous experiment.
The interaction of the users with the algorithm through the gami-
�ed approach reached performances close to SVM and sometimes
better than NB. The amount of resources used was comparable
to the experiment European Researcher’s Night: players tend to
consider the performance of the classi�er satisfactory when 30% of
the resources are used.

Finally, Table 3 shows the results obtained during the European
Researcher’s Night in 2017. We collected the data from 14 rounds,
which corresponds to 28 players. The average performance of the
manual classi�er is worse than the performances of NB and SVM.
However, considering the partial scores segmented by levels, you
can notice that the manual classi�er performs better than NB on
level 2 and it performs better than both NB and SVM on level 3.
This is consistent with the results of Table 1 and Table 2, where
the manual classi�er perform better than NB on level 2 and 3.
Remind that level 3 is the hardest, i.e. it represents one of the class
whose points are most di�cult to separate through a straight line.
Even if these results are preliminary and further work is needed
to consolidate them, they suggest that involving the human in the
classi�cation process might be more helpful when the problem
is more di�cult, i.e. when the positive and negative classes are
partially overlapped.

To conclude, we want to remark that we are not claiming that a
human by simply tweaking the classi�er parameters can perform
better than a NB classi�er trained on the whole training and valida-
tion sets with an optimal strategy to tune the parameters. Indeed,
the experimental results show that this is not true, and the manual
approach always gains lower F1 scores than the gold. However,
we want to highlight that the classi�er tuned by humans performs
similarly and sometimes even better than NB and SVM while only
using around the 30% of the resources.

3.3 Interactive Systematic Medical Reviews
In this last section, we illustrate a gami�ed experiment of query
rewriting in the context of medical eHealth, which was performed
with the students of the Master’s Degree course in Modern Lan-
guages for International Communication and Cooperation of the
University of Padua. In particular, we re-proposed a task previously
performed with our participation in the Cross-Language Evaluation
Forum (CLEF) eHealth Task 2: “Technologically Assisted Reviews
in Empirical Medicine” [18]. The task consisted in retrieving all
the relevant documents for medical speci�c domains as early as
possible and with the least e�ort.
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The query rewriting experiment was presented in an interactive
gami�ed setting, which was appreciated and positively evaluated by
those students who completed the task. We proceed by presenting
it as a “role-play game” with three main characters: the physician,
represented by the professor, the project manager of a translation
agency, who was a PhD student, and the translators, interpreted by
the students of the Translation technologies’ class. The physician
asked to the project manager the translations of the abstracts of the
most relevant documents for a speci�c topic. The project manager
entrusted all the in-house translators with the request in order to
satisfy the needs of the commissioner and provided the participants
with all the information and, in particular, the methodology that
underlies the experiment.

In order to retrieve all the relevant documents for the speci�c
medical domains, participants were instructed to proceed with the
following strategy: reformulate an initial query given by the domain
expert (i.e. the physician), with di�erent levels of speci�city by per-
forming the analysis of some linguistic and terminological aspects.
In addition, the students could exploit the information given by the
provided documents, that could be relevant or not according to the
initial query, the list of term frequencies, documents frequencies,
and the boolean query generated by PubMed.7

The �rst variant of the query was a list of keywords that the
participants obtained from the semic analysis [30] of the technical
terms contained in the initial query in order to cover as much as
possible the semantic sphere a�ected by the term analyzed.

The second variant is instead a human readable reformulation,
therefore grammatically correct, and containing the fewest possible
number of terms equal to the starting query. This reformulation is
therefore made up of synonymic variants, acronyms, abbreviations
or periphrases.

The third variant was di�erent from the previously proposed and
it does not follow any precise approach other than that of human
interpretation resulting from the approximate study of the subject
contained in the query.

With this kind of analysis participants were able to
(1) create the basis of knowledge for the domain and the context

of study;
(2) propose the query variant through three di�erent approaches.
The experiment involved 90 students, all of them with di�erent

backgrounds, whowere divided into 30 groups of 3 people each. The
physician had 30 “information needs” to satisfy, thus each group
was entrusted with one speci�c information need from the medical
�eld. 28 groups completed the task and we received a total of 28
list of keywords (�rst version), 28 human-readable reformulation
(second version) and 66 individual reformulations (third version).
Hereinafter an example of the three variants proposed by a group
of students for a speci�c information need is given:

• Initial query: Physical examination for lumbar radiculopathy
due to disc herniation in patients with low-back pain;

• First variant: Sensitivity, speci�city, test, tests, diagnosis,
examination, physical, straight leg raising, slump, radicular,
radiculopathy, pain, in�ammation, compression, compress,
spinal nerve, spine, cervical, root, roots, sciatica, vertebrae,

7https://www.ncbi.nlm.nih.gov/pubmed/

lumbago, LBP, lumbar, low, back, sacral, disc, discs, disk,
disks, herniation, hernia, herniated, intervertebral;

• Second variant: Sensitivity and speci�city of physical tests
for the diagnosis of nerve irritation caused by damage to
the discs between the vertebrae in patients presenting LBP
(lumbago)

• Individual reformulation: Patients with pain in the lower
back need a check-up for the compression or in�ammation
of a spinal nerve caused by rupture of �brocartilagenous
material that surrounds the intervertebral disk.

This approach has contributed to an e�ective and e�cient re-
formulation for the retrieval of the most relevant documents for
the creation of systematic reviews [14]; it also has produced a set
of terminological records following the model implemented in an
eHealth linguistic resource: TriMED [35].

Maybe add some considerations here on how this gami�ed ap-
proach allowed to collected human generated/curated data?

4 DISCUSSION AND FINAL REMARKS
In this paper we presented two di�erent gami�cation approaches,
a �rst approach applied to a NB classi�er with newswire, and a
second approach applied to the medical domain. To visualize and
interact with the NB classi�er we exploited a geometrical inter-
pretation of the Likelihood Spaces on a two dimensional spaces,
where the objects are represented by points on the space and the
classi�er is a straight line separating them. We successively re�ned
this visualization to develop more and more clean and easy ver-
sions, suitable to be used with kids and the general public, who do
not have any understanding of machine leaning and NB classi�er.
Preliminary experimental results are promising and shows that
the integration of the human in the classi�cation process, partic-
ularly in the placement of the decision line, can be bene�cial for
classi�cation performances.

Moreover, we proposed a second gami�cation approach applied
to the medical domain. These new set of experiments have been
used to study an early stopping strategy for systematic medical re-
views and to create a set of high quality multilingual terminological
records.

Future directions will extend the proposed interface in order
to account for the labelling process. The user will be able to label
some extra documents in order to increase the performance of
the classi�er. Moreover, these documents will not be randomly
chosen, but they will be selected with active learning strategies
thus providing valuable additional information for the classi�cation
problem. Finally, the proposed interface might be adapted for an
interactive query rewriting approach which can be used by both
experts (physicians) and non-experts (patients) to �nd multilingual
medical information.
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