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Abstract—In this paper, we present a mathematical frame-
work that permits a detailed performance analysis of Bluetooth
connections in fading channels. Conversely to most part of the
literature, we distinguish between the transmission of useful and
duplicate frames, which are handled in a different manner by
the receiving unit. To this end, we define a two–state Markov
Chain and we apply the renewal reward theory to determine
the expressions of the throughput, energy efficiency and delay
performance of the link. Although the model can be applied to
any version of Bluetooth specifications, as a proof of concept
we provide an accurate performance analysis of an asymmetric
Bluetooth v2.0+EDR (Enhanced Data Rate) connection in typ-
ical propagation environments. The analysis reveals that best
performance are (almost) always obtained by using the longest
baseband frames transmitted at2 Mbps in the low–to–medium
signal–to–noise ratio (SNR) region, and at3 Mbps in the high
SNR region. Furthermore, we observed that it is more fruitful
assigning the master role to the destination unit. The model,
hence, proves to be a valuable tool to gain insights on the aspects
that have a major impact on the system performance.

Index Terms—Bluetooth, EDR, model, energy, throughput,
delay, performance
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I. I NTRODUCTION

One of the most attractive features of Bluetooth technology
is the very low power consumption that permits its integration
in portable, battery driven electronic devices, such as mobile
phone, mouse, PDA and so on. As a matter of fact, Bluetooth
standard defines four operational modes, namelyActive, Hold,
Sniff, andParked. These modes correspond to different degrees
of activity and, in turn, different levels of power consumption.
Besides these high–level mechanisms, energy–saving is also
pursued at a microscopic level, by means of a suitable packet
reception mechanism that permits a device to switch off the
receiver circuitry as soon as it realizes that the incoming signal
cannot be correctly decoded or it is addressed to another
device. In this way, a unit that is not addressed by any valid
packet is active for less than10% of the time.

Despite this very attractive low–power feature, some im-
plementation and compatibility problems have slowed down
the penetration of the Bluetooth technology in the market,
until recently. Most of such problems are now solved and
Bluetooth is undertaking the expected success, being inte-
grated in hundreds of portable electronic devices. However,
the first generation of Bluetooth products, compliant with the
Bluetooth v1.1 specifications [1], was characterized by a low
transmission rate (1 Mbps) and a rather long connection set–
up time (order of seconds), which have restricted the use
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of Bluetooth mainly to cable–replacement applications. These
limitations have been partially removed by the enhancements
included in the Bluetooth v2.0+EDR specifications [2]. The
new version of the standard, in fact, includes an Enhanced
Data Rate (EDR) mode for higher transmission rates (up to
3 Mbps) together with other improvements aimed at speeding
up the node discovery and connection setup procedures and
limiting the interference with other devices operating in the
same frequency band. In February 2007, moreover, the Blue-
tooth Special interest Group published the last update of the
standard, Bluetooth v2.1 + EDR [3], which contains further
improvements to the link establishment procedure. With these
upgrades, Bluetooth is ready to break through the borders
of cable–replacement products and enter the wide arena of
high–speed radio technologies and pervasive networks. This
enlarged and challenging scenario includes different types of
applications, such as opportunistic data exchange, bulk data
transfer, distributed and cooperative computing and storage
and so on [4].

The success of Bluetooth in these competitive areas, how-
ever, depends on the actual performance, in terms of through-
put, delay and energy efficiency, that the technology can
provide in realistic propagation environments. This topichas
been partially addressed by previous work. In [5], the authors
investigate some techniques to improve Bluetooth EDR data
throughput by using forward error correction and interleaving
schemes. However, the study does not present any delay
and energy efficiency analysis. The point–to–point Bluetooth
throughput achieved by1 Mbps frame formats is derived in
[6]–[8] for different channel conditions. A mathematical ap-
proach to the performance analysis of Bluetooth piconet canbe
found, for instance, in [9]–[16]. The aim of such works, how-
ever, is to model the general performance trend of the system,
in order to permit a comparative analysis of different polling
and retransmission strategies, rather than providing accurate
results for throughput and energy efficiency. Segmentation–
&–Reassembly (SAR) policies are investigated in [17], [18],
where throughput is still considered as the only performance
metric. Some discussions on the energy efficiency aspects of
the Bluetooth system can be found in [19] and references
therein. Such works are mainly focused on the definition
of dynamic power management policies, which reduce the
energy consumption by using the low power modes provided
by the standard. However, the energy consumption during
active data exchange and for different channel conditions is
not investigated.

All the cited papers, as well as most of the other works
concerning Bluetooth performance analysis, are based on a
simplified model of the Bluetooth reception procedure that



neglects some details defined by the standard. Although these
simplifications might be acceptable for comparing different
high–level protocols, they become critical when looking at
the link–layer performance, in general, and at the energy
efficiency, in the specific. Therefore, in this paper we propose
a novel mathematical model that takes into consideration the
microscopic–level energy saving mechanisms defined by the
Bluetooth specifications and permits an accurate analysis of
the throughput, delay and energy efficiency achieved by the
different baseband frame formats at the link layer.

More specifically, we analyze the events that occur during
active frame exchange and we determine the average energy
consumed by each unit, the amount of transferred data and the
time taken by the process. Then, applying the renewal reward
theorem and the first–step analysis, we derive the throughput,
delay and energy efficiency performance metrics.

As a case study, we apply the mathematical model to a
Bluetooth v2.0+EDR asynchronous data link and we derive
the system performance for different values of the signal to
noise ratio in Rayleigh fading radio channels.

The contribution provided by this work, hence, is twofold.
First, we provide a complete performance model for Bluetooth
data link in active mode. Second, we present a case study in
which we apply the mathematical framework to a Bluetooth
v2.0+EDR link and we derive the throughput, delay and
energy efficiency figures of different frame formats in typical
radio propagation environments. A preliminary version of this
work appeared in [20]. That work is here enriched by the
definition and analysis of new performance indexes, such as
packet delivery delay statistics and energy balancing, andby
a thorough investigation of the impact of the master/slave role
assignment in asymmetric connections.

The remainder of this paper is organized as follows. Sec. II
provides an overview of the Bluetooth radio system. In Sec. III,
we describe the mathematical model for an ACL data link
and we derive the reward functions that are used in Sec. IV
to define the performance metrics. Sec. V presents the results
obtained for the case study. Finally, Sec. VI concludes the
paper with some final remarks.

II. B LUETOOTH V2.0 + ENHANCED DATA RATE

This section shortly overviews the features of the Bluetooth
v2.0+EDR standard that are of interest for our analysis. An
introductory description of the main features of Bluetooth
technology can be found in [21], whereas for the details we
refer the reader to the official standard [3].

A. Physical layer: basic and enhanced data rate modes

The Bluetooth v2.0+EDR specifications encompass three
modulation schemes, which correspond to a basic data rate
of R1 = 1 Mbps (BR), and two enhanced data rate modes of
R2 = 2 Mbps (2EDR) andR3 = 3 Mbps (3EDR), respectively.
The BR mode makes use of a binary Gaussian–shape Fre-
quency Shift Keying scheme (GFSK), while 2EDR and 3EDR
are obtained by using Differential encoded Phase Shift Keying
(DPSK) modulations, with a constellation of four symbols
(π/4–DQPSK) and eight symbols (8DPSK), respectively. In

all the cases, the symbol period remains equal toTs = 1 µ s, so
that the frequency band of the radio signal is not significantly
modified by the introduction of the EDR schemes.

The expressions of the bit error rate (BER) for the three
modulation schemes can be found, for instance, in [22]–
[24]. For reader convenience, we have collected them in [25],
together with the expressions of the frame reception events
that will be described later. For a given Signal–to–Noise Ratio
(SNR), defined as the ratio between the average energy per
symbol Es and the noise energyN0, the BER of GFSK
andπ/4–DQPSK modulations is very similar, so that the last
scheme is always preferable, giving a transmission rate that
is twice the basic one. This performance gain is payed in
terms of transceiver complexity. For instance, the basic–rate
GFSK scheme, being a constant–envelope modulation, permits
to have the amplifier working in proximity of the saturation
point, where it is most efficient. Conversely, DPSK modulation
schemes have a peak to average ratio of about3.3 dB, which
requires to move the working point of the amplifier below the
saturation point, in order to avoid clipping effects. Therefore,
to maintain the same output power, more efficient amplifiers
have to be used.

In the light of this consideration, the rest of this paper will
be focused on EDR schemes only. Reader interested on the
performance analysis for the basic rate packet formats are
referred to [8], [11], [26].

B. ACL baseband frame formats

The Bluetooth standard encompasses two types of links:
Synchronous Connection Oriented (SCO) and Asynchronous
ConnectionLess (ACL). SCO links are aimed at the transport
of delay–sensitive traffic (mainly voice) and make use of a
periodical time–reservation scheme. ACL links are intended
for the transport of asynchronous data traffic, as generatedby
file transfer and web browsing applications. In the following
of this paper we focus on ACL links only.

Table I
CHARACTERISTICS OFACL DATA FRAMES

Type Slots Rate PAYLOAD [bytes] FEC rate
[Mbps] header data CRC

POLL 1 1 1 – – –
NULL 1 1 1 – – –
2DH1 1 2 2 54 2 –
2DH3 3 2 2 367 2 –
2DH5 5 2 2 679 2 –
3DH1 1 3 2 83 2 –
3DH3 3 3 2 552 2 –
3DH5 5 3 2 1021 2 –

Bluetooth v2.0+EDR adds six ACL frame formats to the
basic rate formats introduced in the first version of the stan-
dard. Each ACL data frame begins with an Access Code (AC)
field that is used for synchronization, DC offset compensation
and piconet identification. AC is followed by the frame header
(HEAD) field, which contains link control information, in-
cluding frame type, destination address, sequence number,and
acknowledgment flag. Furthermore, the HEAD field contains
a checksum word (HEC) which is used to verify the integrity



of the field after decoding. For backward compatibility, AC
and HEAD fields are always transmitted at the basic rate.

In EDR frames, the HEAD is followed by a guard time of
approx5 µs, which is used to switch the transceiver circuitry
to the appropriate DPSK scheme. The guard time is followed
by a synchronization field (SYNC) of10 DPSK–modulated
symbols that is used for signal acquisition at the receiver.The
SYNC is followed by a variable–length PAYL field, which
includes a2–byte header and a2–byte CRC subfield. The last
field of the frame is the EDR Trailer of only2 symbols. SYNC,
PAYL and Trailer fields are transmitted by using the selected
EDR modulation scheme. The time occupancy of EDR frames
is limited to 1, 3 or 5 consecutive slots. The different EDR
frame formats are denoted byjDHn, wherej = 2, 3 is the
transmission rate (in Mbps), whilen = 1, 3, 5 is the slot
occupancy.

Besides these data frames, Bluetooth specifications define
two short control frames, named POLL and NULL, which
contain AC and HEAD fields only with no PAYL.

The characteristics of the different frame formats are sum-
marized in Tab. I.

C. Baseband

The basic Bluetooth network configuration is the so–called
piconet, a cluster of no more than eight devices sharing a
common frequency–hopping radio channel. When the piconet
is established, one unit gets themasterrole, while the others
get the slave role. The master is in charge to manage the
medium access by means of a polling scheme: the master
cyclically polls the slave by sending either useful data frames
or POLL frames. The slave addressed by the master frame is
required to immediately return a data or NULL frame.

Bluetooth provides a reliable data connection by using a
Stop&Wait Automatic Retransmission Query (ARQ) mech-
anism at the baseband layer. Each data frame is transmit-
ted and retransmitted until the source node gets a positive
acknowledgment (ACK) from the destination. The ACK is
carried in the HEAD field of the baseband frame (piggy–
backing), so that its reception probability is independentof
the frame format. Since negative ACK is assumed by default,
master retransmissions are also triggered by ACK losses. In
particular, the loss of frames carrying positive ACKs will
trigger the retransmission of frames that had already been
successfully delivered to the slave. These frames are called
duplicate packets(DUPCKs). When a slave receives a frame,
it checks whether the sequence number in the HEAD field
has been changed since the last useful frame received from
the master. If not, the slave recognizes the incoming frame
as a DUPCK and returns a positive ACK, irrespective of
the actual reception state of the payload field. Notice, that
slave transmissions are allowed only upon receiving a valid
master’s frame that, in turn, will also carry the (positive or
negative) acknowledgment for the previous slave–to–master
transmission. Therefore, slaves retransmissions occur only
when solicited by an explicit not acknowledgment sent by the
master.

D. Micro–level energy saving mechanisms

Energy–saving was a key feature in the design of the
Bluetooth technology. According to this principle, a unit stops
receiving and enters a low–powerdoze modeas soon as it
determines that a field in the incoming frame is affected by
unrecoverable errors or the frame is addressed to another unit
(see [1], Volume 1, pg. 124, and [3], Vol. 2, pg. 174).

More specifically, at the beginning of each receive slot,
the Bluetooth unit scans the received radio signal looking
for a valid AC field. If the AC is not recognized within a
proper time window, reception stops and the unit enters a
low–power doze modeuntil the beginning of the following
receive slot. Conversely, after the recognition of the AC field,
the receiver processes the HEAD field and checks the validity
of the HEC word. If the check fails, the device enters doze–
mode, otherwise the HEAD field is inspected to determine the
frame format and the destination address. Slaves not addressed
by the master transmission may enter doze–mode till the end of
the frame. The slave addressed by the master, instead, checks
the sequence number contained in the HEAD field of the
incoming frame to verify whether it is a DUPCK or not. In
the first case, the remaining of the frame is not decoded and
the slave enters doze mode till the end of the transmission,
after which it piggy–backs a positive acknowledgment to the
master. When the incoming frame is not a DUPCK, instead,
the slave decodes the entire frame and, then, it piggy backs
a positive or negative ACK according to the outcome of the
CRC of the PAYL field.

III. ACL D ATA L INK MODEL

In this section, we define the mathematical model that
permits an accurate performance analysis of a Bluetooth ACL
connection. To this end, we need first to introduce some
notations and hypotheses. Then, we define a Markov model
used to describe the system evolution and we briefly outline
the basis of the renewal reward theory. Finally, we determine
the average reward functions that will be successively usedto
determine the performance indexes of interest.

For the sake of simplicity, we limit the study to the case
of a piconet with only two units: one master and one slave.
The extension of the analysis to the multi–slave case, which
requires a more cumbersome notation and exposition, is briefly
discussed in Appendix.

A. Notation

As explained in Sec. II-D, the reception of a baseband frame
is performed in three consecutive steps corresponding to: 1)
Access code acquisition (A); 2) frame Header recognition (H);
3) Data (payload) reception (D). If one of such step fails, then
the unit enters power saving mode, skipping the remaining
reception steps.

The success or failure of a given reception step will be
denoted by adding the subscripts andf , respectively, to the
step symbol. For instance,Hf denotes the case in which AC
acquisition step is correctly concluded but HEAD decoding



fails. Notice, that the different reception events meet the
following relations:

As = ¬Af ; As = Hs ∪ Hf ; Hs = Ds ∪ Df ; (1)

where the symbols¬ and ∪ denote the complementary and
union operators, respectively. Furthermore, we will denote by
PX the probability of the generic reception eventX . Hence,
according to (1), the following relations must hold

PAs
= 1 − PAf

PAs
= PHs

+ PHf
(2)

PHs
= PDs

+ PDf

When necessary, we add the superscript(M) and (S) to
distinguish between master and slave unit, respectively. For
example,P

(M)

Df
denotes the probability of receiving a master’s

frame with valid AC and HEAD fields and unrecoverable
errors in the PAYL field. Notice, that the reception prob-
abilities for the AC and HEAD fields, which are always
transmitted at the basic rate, do not depend on the frame
format. Conversely,PDs

andPDf
depend on the frame format,

though this dependency does not appear in the notation, to
reduce clutter.

The probability functions depend on the characteristics of
the Bluetooth receiver and on the channel model considered.
For space constraints, we do not report here their expressions
that can be found, for instance, in [8]. Furthermore, for reader
convenience, we have collected all the equations used in this
paper into a public available technical report [27].

B. Assumptions

We consider a heavy traffic scenario, where master and
slave have always packets waiting for transmission. We assume
infinite retransmission timeout: packets are retransmitted over
and over again until the sender receives a positive acknowl-
edgment. In order to determine the performance achieved by
the different baseband frame formats, we consider a static
Segmentation and Reassembly (SAR) policy that makes use
of a single frame format per connection. Concerning the
radio channel, we assume the classical WSSUS (Wide–Sense
Stationary Uncorrelated Scattering) slow flat Rician fading
model [28], so that, by virtue of the frequency hopping
mechanism, frames are subject to statistically independent flat
fading.

Notice, that a node can determine the end of an ongoing
transmission by inspecting the information contained in the
HEAD field of the frame. However, we assume that, if the
packet is not recognized because of unrecoverable errors inthe
AC or HEAD fields, the node is still capable of determining the
end of the ongoing transmission by measuring the Received
Signal Strength (RSS) at the antenna. Although this carrier
sensing mechanism is not explicitly required by the Bluetooth
specifications, it is now provided by the last generation Blue-
tooth chipsets [29]. In any case, the mathematical framework
we provide may be very easily adapted to the case in which
carrier–sensing is not supported, as done in [25].

C. Markovian Model

Under the considered hypotheses, the dynamic of the system
can be captured by means of a Markov Chain (MC) with two
states:Normal (N ) andDuplicate(D). In stateN , the master
transmits new downlink frames or retransmit frames that have
never been correctly received by the slave. The system leaves
the N state to enter stateD whenever the master does not
recognize a slave’s frame carrying a positive acknowledgment.
Therefore, the transition probabilityPND from stateN to D
is given by

PND = P
(M)

Ds
(1 − P

(S)

Hs
) (3)

In stateD, the master keeps transmitting duplicate packets.
StateD is left when the master finally gets a positive ac-
knowledgment from the slave. Since the slave disregards the
PAYL field of DUPCKs, the transition probabilityPDN from
stateD to N is given by

PDN = P
(M)

Hs
P

(S)

Hs
(4)

The steady state probabilitiesπN andπD of the MC being in
statesN andD, respectively, are then given by

πN =
PDN

PND + PDN
; πD =

PND

PND + PDN
(5)

D. Reward functions

Following the approach suggested in [30], Bluetooth perfor-
mance can be investigated by resorting to the classical theory
of renewal reward processes [31]. Consider two generic reward
functions, R(1) and R(2), such thatR(1)

j and R
(2)
j are the

average reward earned each time the Markov chain enters in
statej ∈ E. Furthermore, letR(1)(τ) andR(2)(τ) be the total
reward earned through the system evolution in the interval
[0, τ ], so that, denoting byIj(τ) the number of times statej
is entered in the time interval[0, τ ], we have

R(h)(τ) =
∑

j∈E

R
(h)
j Ij(τ) ; h = 1, 2

A fundamental result of renewal theory [32] states that the
ratio between the two reward functions asymptotically equals
the ratio of the statistical reward averagesR̄(1) and R̄(2). In
formula, we have

lim
τ→∞

R(1)(τ)

R(2)(τ)
= lim

τ→∞

∑

j∈E

R
(1)
j Ij(τ)

∑

j∈E

R
(2)
j Ij(τ)

=

∑

j∈E

πjR
(1)
j

∑

j∈E

πjR
(2)
j

=
R̄(1)

R̄(2)

(6)
where πj is the steady state probability of the chain being
in statej. Thanks to this result, we can derive a number of
performance indexes from the statistical average of a selection
of suitable reward functions. In particular, we consider the
following functions:

• state transition time,T ;
• average number of successfully delivered data bits,D;
• amount of consumed energy,W .
In order to derive the expected values of these reward

functions, we need to introduce some further notations. Let



w
T X

(X), w
RX

(X) and w
SS

(X) be the amount of energy
consumed by a unit for transmitting, receiving andsensing,
respectively, the generic packet fieldX . Let jDHn and
iDHm, with n, m ∈ {1, 3, 5} andi, j ∈ {2, 3}, be the packet
types used by the master and slave units, respectively. Finally,
let D(h, k) be the number of useful data bits carried by the
generichDHk frame, as reported in thedata column of
Tab. I.

Time Reward
The transmission of ajDHn frame by the master always
takesn time slots. In order to reply with aniDHm frame,
the slave needs to decode at least the AC and HEAD fields
of the master frame. In this case, the uplink phase will take
m slots. Otherwise, the slave is not allowed to transmit and
the uplink phase takes only one slot. The averagetime reward
earned per MC transition is, then, equal to

T = n + 1 + P
(M)

Hs
(m − 1) (7)

Data Reward
In stateN , the master transmits useful frames, i.e., frames that
have not been correctly received by the slave yet. Therefore,
in stateN , the successful reception of a master’s frame by
the slave brings about a data reward ofD(j, n). Notice,
that the reward is earned even whether the positive ACK
returned by the slave is not received by the master. In this
case, however, the master will enter the duplicate stateD
and start transmitting DUPCKs, which do not carry useful
information and, hence, do not yield any reward. The slave
unit, in turn, gains a data reward ofD(i, m) whenever it
correctly decodes the header of a master frame (thus being
allowed to transmit its own frame) and its frame is successfully
decoded by the master. Summing up, the average number of
data bits successfully delivered by the master and slave units,
respectively, in a MC step is given by

D
(M)

= πNP
(M)

Ds
D(j, n) (8)

D
(S)

= P
(M)

Hs
P

(S)

Ds
D(i, m) (9)

Energy Reward
The computation of the energy spent by the master and slave
units for each transition step of the MC, though cumbersome,
is not complicated.

At each step of the MC, the master spendsw
T X

(jDHn)
energy units to transmit its frame and some energy to decode
the slave’s reply (if any). More specifically, if the slave does
not recognize the master polling (probability1 − P

(M)

Hs
), then

no frame is returned, so that the master reception phase is
concluded after that the channel has been sensed idle for
a time period equal to the AC duration. Conversely, when
an iDHm frame is returned, the master starts decoding the
incoming bitstream, unless unrecoverable errors occur during
the reception of the AC or HEAD fields. In this case, the
master stops decoding and keeps sensing the channel till the
end of the slave’s transmission. Therefore, the average amount

of energy spent by the master is given by

W
(M)

= w
T X

(jDHn) + P
(M)

Hs
P

(S)

Hs
w

RX
(iDHm)

+ P
(M)

Hs
P

(S)

Hf

[

w
RX

(AC + HEAD) + w
SS

(PAY L
(S)

)
]

+ P
(M)

Hs
P

(S)

Af

[

w
RX

(AC) + w
SS

(HEAD + PAY L
(S)

)
]

+ (1 − P
(M)

Hs
)w

SS
(AC) (10)

The energy spent by the slave unit can be obtained in a similar
way, taking into consideration that slaves are not requiredto
receive the PAYL field of DUPCKs and, as usual, the slave
needs to sense the channel in order to recognize the end of
the transmission in case of AC or HEAD errors. Therefore,
after some algebra, we get

W
(S)

=w
RX

(AC) + P
(M)

As
w

RX
(HEAD)+

+ P
(M)

Hs
πNw

RX
(PAY L

(M)

) + (1 − P
(M)

Hs
)w

SS
(PAY L

(M)

)

+ P
(M)

Af
w

SS
(HEAD) + P

(M)

Hs
w

T X
(iDHm) (11)

IV. PERFORMANCE METRICS

Replacing the generic average reward functionsR̄(1) and
R̄(2) (6) with the time, energy or data rewards derived in the
previous section we get a number of different performance
indexes, among which we selected the following ones.

A. Goodput

The goodputG provides a measure of the average trans-
mission capacity that the baseband layer offers to the higher
protocols. The system goodput is defined as the average
amount of successfully delivered data bits per unit of time
and it is given by

G =
D

(M)

+ D
(S)

T
(12)

B. Energy Efficiency

The energy efficiencyξ is defined as the average amount
of successfully delivered data bit (in any direction) per unit
of energy [33]. Thus, the overall system efficiency can be
expressed as

ξ =
D

(M)

+ D
(S)

W
(M)

+ W
(S) (13)

C. Energy Balance

The system lifetime is defined as the average time the
system can operate in active state before a unit depletes its
battery. Normally, the energy consumption differs from master
and slave. Therefore, energy efficiencyξ being equal, the
system lifetime is extended when the energy consumption of
master and slave units is balanced. To quantify this aspect,we
introduce the energy–balancing index, defined as follows

ζ =

∣

∣

∣

∣

∣

∣

W
(M)

− W
(S)

W
(S)

+ W
(M)

∣

∣

∣

∣

∣

∣



The closerζ to 0, the more balanced the energy consumption
between master and slave and, consequently, the longer the
system lifetime.

D. Packet delay statistics

The last performance index considered in this work is
related to the delivery delayτ of a protocol data unit (PDU)
generated by the Logical Link Control and Adaptation Pro-
tocol (L2CAP), which lies directly upon the baseband layer.
In particular, we are interest in the meanmτ and variance
στ

2 of such a time. In general, each L2CAP PDU will be
fragmented into a numbern of (possibly different) baseband
frames, according to the Segmentation–&–Reassembly (SAR)
policy. The PDU delayτ is, then, given by the sum of the
service timeyi required to successfully delivering each of the
baseband frames:

τ =

n
∑

i=1

yi

Due to the statistical independence of these random variables,
the first and second order moments ofτ are given by:

mτ =
n

∑

i=1

myi
(14)

στ
2 =

n
∑

i=1

σ2
yi

(15)

wheremy andσ2
y are mean and variance, respectively, of the

baseband service delayy.
The mean baseband service timesm

(M)

y andm
(S)

y seen by the
master and slave unit, respectively, can be obtained as follows:

m
(M)

y =
D(j, n)

D
(M) T =

T

πNP
(M)

Ds

(16)

m
(S)

y =
D(i, m)

D
(S) T =

T

P
(M)

Hs
P

(S)

Ds

(17)

whereD
(M)

andD
(S)

are given by (8) and (9), respectively.
To determine the variance ofy, instead, we need to resort

to a first–step analysis.
Let us first focus on the baseband service time seen by

the master. We notice that, whenever a new baseband frame
is loaded into the transmission buffer, the MC is in stateN .
The transmission takes a time equal ton + m if the frame
header is recognized by the slave (H

(M)

s event) andn + 1
otherwise. If the frame is not successfully acknowledged, then
it will be retransmitted. The retransmission can occur withthe
MC in stateN or D, depending on the outcome of the first
transmission attempt. Lety

N
andy

D
denote the corresponding

residual service time, i.e., the time to complete the service
given that the first attempt has failed and the MC state is
N or D, respectively. Furthermore, letχA be the indicator
function for the eventA, so thatχA = 1 whenA holds true
and χA = 0 otherwise. Then, the baseband service time can
be expressed as follows

y
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s
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s

)y
(M)

D

Due to the memoryless property of the MC, the random
variablesy

(M)
and y

(M)

N
have the same distribution. Therefore,

by rising to the square both sides of (18) and taking the
expectation of all the terms, after some algebra we get
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where M
(M)

y is the statistical power ofy
(M)

and y
(M)

N
, while

m
(M)

y
D

and M
(M)

y
D

are the statistical mean and power ofy
(M)

D
,

respectively. These last statistics, in turn, can be obtained by
applying the first–step analysis to the transmission process
from stateD. In fact, on the basis of the above rational, the
residual service timey

(M)

D
can be expressed as
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wherey
(M)

D
andỹ

(M)

D
are identically distributed. Hence, we easily

get
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Then, replacing (21) and (22) into (19) we get the final result.
The derivation of the service time at the slave unit is

simplified by the fact that the slave never transmits DUPCKs,
so that the transmission process renews itself at every MC step,
irrespective of its state. A transmission attempt takes a time
equal ton+m if the slave is capable of correctly decoding the
header of the master frame, andn+1 otherwise. The first–step
analysis, then, returns

y
(S)

= n + 1 + (m − 1)χ
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s

χ
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(S)
s

)ỹ
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where, once again,y
(S)

and ỹ
(S)

are identically distributed.
Rising to the square and taking the expectations we, then,
get
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Finally, the variance of the service delay, both at master and
slave, can be obtained as

σ2
y = My − m2

y



V. CASE STUDY

A. Model Accuracy

The correctness of the mathematical model has been
checked by comparison with computer simulations. It shall
be noticed that the mathematical model does not make any
simplifying assumption in excess with respect to the sim-
ulation model. Therefore, the comparison was not intended
to assess the accuracy of the analytical model with respect
to a “real” case, but rather to double check the correctness
of the equations. For this reason, this comparison has not
been reported in the manuscript. Furthermore, we have com-
pared our mathematical model with some previous literature,
when possible. We observed that the goodput curves obtained
through the model closely match with those reported in [8]
for Bluetooth v1.0, except for a small discrepancy due to the
inclusion in the model of the effect of the duplicate packets.
Also, the statistics of the service delay derived in [16] for
a half-symmetric piconet, with slaves sendingDH1 packets
and master sending onlyPOLL packets, correspond to what
returned by (17) and (24) in the same scenario.

B. Reference scenarios

Since most of the data services that might be supported
by Bluetooth networks generally produce asymmetric traf-
fic flows, we will consider connections in which one unit
transmits data frames whereas the other replies with control
frames (either POLL or NULL) only. The symbols(M ≻S)
and (S≻M) are used to distinguish the case when data flow
from master–to–slave andvice versa, respectively.

For fair comparison, the service delay is computed with
respect to a reference PDU of sizeL = D(3, 5) = 1021byte,
so that for a fixed frame formatD(h, k), the mean and variance
of the service delay are given by

mτ =

⌈

L

D(h, k)

⌉

my (25)

στ
2 =

⌈

L

D(h, k)

⌉

σ2
y (26)

where⌈x⌉ is the ceiling function, which returns the smallest
integer greater than or equal tox. For space limits, we will not
report the results concerning the mean service delay, whichis,
in any case, proportional to the goodput metric. Instead, we
will show the service delay variance, which is of interest for
multimedia applications.

We model the energy consumption in transmission, recep-
tion and channel sensing, as the product of the overall power
absorbed by the unit to perform the task and the time taken to
complete it. This model has been proved valid for Bluetooth
v1.1 by some experimental studies [34]. For convenience,
we define a unit of energy (eu) as the amount of energy
required for transmitting a bit at the basic rate. According
to the results found in [34], we assume that the energy
consumed in transmission, reception and channel sensing over
a time intervalTs = 1µs is equal toPTX × Ts = 1 eu,
PRX × Ts = 0.8 eu and PSS × Ts = 0.1 eu, respectively,
independently of the frame format used.
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Figure 1. Goodput for(M ≻S) data flows in Rayleigh channel.
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Figure 2. Standard deviation of the PDU service delay for(M ≻S) data
flows in Rayleigh channel.

For space constraints, we limit the analysis to Rayleigh
channels, which represent an adverse scenario from the radio
propagation perspective. Finally, we assume that the average
Signal to Noise Ratio (SNR) is the same at both master and
slave unit.

C. Performance analysis in fading channel

Fig. 1 and Fig. 2 show the average system goodput and
the standard deviation of the PDU delay, respectively, versus
SNR, for a (M ≻S) connection. The energy efficiency and
energy balancing curves in the same conditions are reported
in Fig. 3 and Fig. 4, respectively. The six curves in each graph
correspond to the different EDR frame formats used by the
master, as indicated by the legend.

At a first glance, Fig. 1 shows that the best performance in
terms of goodput is obtained by using3DH5 for SNR greater
than 23 dB and2DH5 for lower SNR values. Shorter frame
formats, however, might be used to transmit PDUs that do not
fill the payload field of five–slot long frames.

Fig. 2 reveals that the standard deviation of the PDU service
delay obtained with 3EDR frames is always greater than
that obtained with 2EDR frames, despite a single PDU is
fragmented into multiple 2EDR frames, as expressed in (26).
The reason is that 3EDR formats are more likely to be retrans-
mitted than 2EDR formats, thus increasing the randomness in
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Figure 3. Energy efficiency for(M ≻S) data flows in Rayleigh channel.
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Figure 4. Energy balancing for(M ≻S) data flows in Rayleigh channel.

PDUs service time. Nonetheless, the performance gap between
frames of different size is rather narrow. This is due to the fact
that, in fading channels, the frame size has a limited impact
on the frame error rate, which is instead strongly affected by
the random fluctuations of the channel gain.

The energy efficiency curves plotted in Fig. 3 show the same
pattern observed for the gooudput, though the performance
gap between 3DH5 and 3DH3, as well as between 2DH5
and 2DH3 frames, is limited. Therefore, from the energetic
perspective, those frame formats are (almost) interchangeable.
Concerning the energy consumption balancing, Fig. 4 shows
a floor for high SNR values, which is due to the asymmetry
of the connection and the different energy cost of transmitting
and receiving. The sharp worsening of the energy balancing in
the low SNR region is determined by the fact that, the lower
the SNR, the higher the probability that the data frame contain
unrecoverable errors in the AC or HEAD fields. In this case,
the slave unit saves energy by stopping reception beforehand.
The same argument also explains why the energy balancing for
2DH5 and 2DH3 is worse than for 3DH5 and 3DH3 formats
in the low–SNR region, where 3EDR frames have very low
energy efficiency, as shown by Fig. 3.

D. Swapping master and slave role

In the (M ≻S) configuration it is possible for the master
unit to transmit duplicate packets. These transmissions may
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Figure 5. Goodput gain with(S≻M) configuration in Rayleigh channel.
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Figure 6. Delay standard deviation gain with(S≻M) configuration in
Rayleigh channel.

represent an additional energy cost that might be avoided by
assigning the slave role to the source node, i.e., adopting
the (S≻M) configuration. To better appreciate the difference
between(S≻M) and (M ≻S) configurations, we introduce
the gain metric for the goodput, delay standard deviation and
energy efficiency, defined as follows:

∆G =
G(S≻M) − G(M ≻S)

G(M ≻S)
(27)

∆ξ =
ξ(S≻M) − ξ(M ≻S)

ξ(M ≻S)
(28)

∆στ =
στ (S≻M) − στ (M ≻S)

στ (M ≻S)
(29)

We do not define the gain for the energy balancing metric,
which is by itself a relative index.

Fig. 5, Fig. 6 and Fig. 7 report the gain curves for the
goodput, delay standard deviation and energy efficiency. For
completeness, the energy balancing obtained for the(S≻M)
configuration is reported in Fig. 8. We can notice that the
(S≻M) configuration yields better performance than(M ≻S)
with some frame formats and worse with others. More in
detail, single–slot formats always achieve lower goodput and
energy efficiency, whereas2EDR multislot frames experience
up to20% of goodput increment and60% of energy efficiency
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Figure 7. Energy efficiency gain for(S≻M) data flows in Rayleigh channel.
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Figure 8. Energy balancing for(S≻M) data flows in Rayleigh channel.

gain. Multislot3EDR formats, finally, show a limited perfor-
mance gain for SNR greater than20 dB, while they suffer
severe performance loss for lower SNR values. In this SNR
region, however,3EDR frames are not suitable, since they
achieve very low goodput also in the(M ≻S) configuration,
as shown in Fig. 1. Observing the results reported in Fig. 6, we
see that the(S≻M) configuration yields lower delay variance
in the high SNR region, in particular for2DH5 and 2DH3
formats. Conversely, the delay variance increases in the low
SNR region, in particular for3EDR formats that, as already
notice, are basically useless for these values of SNR. Finally,
the (S≻M) configuration yields better (closer to zero) energy
balancing, as it can be seen by comparing graphs of Fig. 8
and Fig. 4. However, it shall be noted that, with(S≻M)
configuration, the most consuming unit is the slave, which
is in charge for transmitting the data frames.

We observed similar results with other channel models,
though the performance gain of(S≻M) configuration be-
comes progressively less significant as the channel model
approaches AWGN.

VI. CONCLUSIONS

In this paper, we provided a mathematical model for the
performance analysis of a Bluetooth data link, in terms of
goodput, delay, energy efficiency and system lifetime. The
model is based on an accurate analysis of the microscopic

energy–saving mechanisms defined by Bluetooth standard,
which have a significant impact on the overall performance
figures of the system.

As a case study, we applied the model to an asymmetric
data connection using EDR frame formats in Rayleigh fading
channel. The study has revealed that, as expected,3EDR
frame formats yield better performance, both in terms of
goodput and energy efficiency, in the high SNR (> 23 dB)
region, while2EDR frame formats perform better in the low
SNR region. However,3EDR formats suffer higher delay
variance over the entire SNR range (though the difference
reduces as the Rice factor decreases).

Finally, in case of asymmetric data transfer, better perfor-
mance is achieved by configuring the source node as slave and
the destination unit as master. This configuration, in fact,yields
better performance, provided that the suitable frame formats
are used in each SNR region. However, the performance
gain rapidly reduces for high SNR values and Rice factors,
though for space contraints we have not reported the related
performance curves.

We wish to remark that these considerations have been
drawn for a specific case study. Therefore, applying the
model to devices with different bit error rate figures and
energy profiles, we might get discording results. In any case,
the analytical framework here proposed remains valid, thus
representing a useful tool for a detailed performance analysis
of Bluetooth systems.

APPENDIX

MULTI –SLAVE SCENARIO

Let us consider a piconet withn active slaves and, in turn,
n asynchronous connectionless links. We assume the master
adopts a simple round robin polling strategy according to
which each slave is polled once per cycle, in a given order.
Let ek ∈ E = {N, D} denote the state of thek–th link, as
defined in Sec. III, at the beginning of a polling cycle. The
column vectorΩ = [ek]k=1,...,n is, then, the state of ann–
dimensional Markov chain with state spaceEn = E

n and
discrete steps corresponding to polling cycles. Followingthe
footprints of Sec. III, we can determine the column vectors
corresponding to the average time, data and energy rewards
gained by each link over a polling cycle. Therefore, it is easy
to realize that the time reward is the same for every link and
it is obtained by summing up then values returned by (7)
for each link. Since transmission statistics on different links
are mutually independent, the steady–state probability for the
generic linkk being in stateN or D can still be obtained by
plugging into (5) the frame formats and signal to noise ratios
associated to linkk. Hence, the master and slave data rewards
for link k are still given by (8) and (9), respectively. The energy
reward gained by the master over the generic linkk can still be
computed as given by (10). The energy reward of a slave unit,
conversely, has to be augmented of the amount of energy spent
by the unit during the polling of the other slaves. According
to the standard, in fact, slaves are required to wake up at every
reception slot to listen for a valid frame. However, slaves not
addressed by the master are allowed to sleep till the end of



the ongoing transmission, provided that AC and HEAD fields
are correctly decoded. Hence, the average amount of energy
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(S)

k (h) spent by slavek during the service of linkh, with
h 6= k, is given by
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(30)

wherePAY L
(M)

refers to the payload field of the frame format
used by master over theh–th link, whereasm

(S)

h is the slot
length of the frame used by theh–th slave. All the terms in
the right–hand side of (30), but the last, account for the energy
spent by slavek to handle the master’s frame intended for slave
h. Conversely, the last term accounts for the energy spent by
slavek checking the channel for a valid AC (every two slots)
during the transmission of slaveh. This term is weighted by
the probabilityP

(M)

Hs
(h) that slaveh correctly decode the AC

and HEAD of the master’s frame, being then allowed to return
its own frame. Finally, the overall energy reward for slavek
is obtained by summing up the values returned by (30) for
h 6= k, plus the energy consumed during the service of the
link k, as given by (11).
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