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Abstract— Localization and tracking functionalities can ben-
efit a number of applications. Despite the large number of algo-
rithms and technologies that have been proposed in this context,
the literature still lacks a widely accepted solution, capable
of cutting a tradeoff between service quality (i.e., localization
accuracy) and device/architecture cost and complexity. Inthis
paper, we tackle the problem from a different and rather new
perspective: we investigate how the localization accuracyof nodes
can be ameliorated by opportunistically exchanging localization
information among heterogeneous nodes that occasionally happen
to be in proximity. To this end, we define a simple though accurate
opportunistic meeting model and, then, we develop a math-
ematical framework that permits to analyze the performance
of an opportunistic localization strategy based on a Maximum
Likelihood argument.

I. I NTRODUCTION

The problem of locating and tracking of mobile users in
a given area has been deeply studied in several different
contexts, from robotics to telecommunications systems, thanks
to the large set of possibilities and optimizations that might
be enabled by knowing the geographical position of the nodes
in a communication system. Whereas most of the solutions
proposed in the literature consider homogeneous devices, an
emerging research trend aims at improving the localization
accuracy by exploiting the device heterogeneity through coop-
erative strategies. This type of systems are usually designed in
order to facilitate nodes cooperation, so that the cooperative
interactions occur in a rather controlled and/or pre-planned
manner. A totally different approach consists in enabling the
cooperative interaction between nodes on an occasional basis
only. In this case, instead of cooperative interactions we shall
better talk of opportunistic interaction. A typical example
of an opportunistic interaction scenario is the seamless data
exchange between portable devices carried by people in public
areas, such as malls, theaters, hotel lounges and so on[1]. In
this case, people move in a rather uncoordinated manner, each
person following her personal purpose, so that data exchange
between devices carried by people can occur on occasional
basis only.

In this paper, we address the problem of providing accurate
self-localization service in such an opportunistic scenario. We
envision a number of mobile nodes with different mobility
patterns and equipped with heterogeneous communication
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devices and self-localization hardware, e.g. Cricket [2],MEMS
[3], indoor GPS [4], RSSI-based or none. Nodes are capable of
performing seamless and opportunistic data exchange to attain
certain goals and, in particular, to improve their positioning
estimate. More specifically, we investigate how the localization
accuracy of nodes can be ameliorated by opportunistically
exchanging localization information with other nodes that
occasionally happen to be in proximity.

This scenario offers a number of research challenges that
include the definition of efficient nodes discovery and link
establishment algorithms for opportunistic data exchangebe-
tween multi-interface devices, the design of suitable opportu-
nistic data exchange protocols, the devising and analysis of
localization enhancing schemes based on opportunistic data
exchange. Prior to afford any of such problems, however, it is
desirable to gain some insights on the actual potentialities of
the opportunistic paradigm in the context of nodes localization
and to get a first understanding of the tradeoffs between the
different performance indexes, such as localization accuracy
versus protocol overhead/channel occupancy/energy consump-
tion. Here we provide a first contribution in this direction
which is articulated in the following two items.

1) We propose a mathematical model of the opportunistic
information exchange that takes into account some im-
portant design parameters, such as the coverage range,
the frequency of scan/query phases by which nodes look
for opportunistic interactions and the amount of time
dedicated to such a process.

2) We apply the model to an opportunistic localization
scheme based on a Maximum Likelihood argument and
investigate the improvements in nodes’ position estimate
enabled by the opportunistic paradigm for different
settings of the system parameters.

The rest of the paper is structured as follows. In Section II
we present the state of the art on nodes localization, dwelling
upon cooperative localization in the specific. Section III
presents the mathematical model for the opportunistic data
exchange. Section IV describes how the information obtained
by the opportunistic interactions is used to improve the loca-
tion estimate of the nodes. In Section V we investigate the
impact of some system parameters on the performance of the
opportunistic localization scheme. Finally, in Section VIwe
conclude with some final remarks.

II. RELATED WORKS

As mentioned, the self-localization and tracking problems
have been investigated in a number of papers. Range-based



localization algorithms require that non-localized nodesget
an estimate of their distance from some reference nodes,
called beacons or landmarks, in order to perform lateration
and triangulation techniques [5], [6] or to apply statistical
estimation methods [7]. In this case, the most critical phase
is the ranging estimate, which can be obtained by measuring
the power of the Received Signal Strength (RSS) or the Time
of Arrival (ToA) of the RF signals sent by the beacons [8],
[9], [10]. Other techniques consisting in multi-step localization
with a refinement phase have been proposed by Savarese [11]
and Savvides [6].

A more recent research trend addresses the localization
problem in cooperative scenarios, which have been exten-
sively studied, in particular, in the robotic area. A typical
reference case consists in teams of mobile autonomous robots
equipped with different sensors that cooperate one another
and, occasionally, interact with simple sensors placed in the
environment to achieve a given goal, such as node localization
and tracking. Motion tracking algorithms generally leverage
on Extended Kalman Filter [12] or Particle Filter [13], [14]
for exploit the correlation among different measurements.In
[15] the authors utilize Markov localization in order to self–
localize nodes and then probabilistic methods to synchronize
each robot’s estimates when two of them have a contact. A
distributed Kalman Filter is performed for collective localiza-
tion in [16], avoiding a centralized data fusion, that is notso
feasible in a cooperative scenario. An anchor-free approach is
proposed in [17], where robots infer their position only using
the information exchanged among them. Similar approaches
are proposed for very specific applications as in [18] for video
surveillance and in [19] for autonomous vehicles in mining.

The literature on the opportunistic interaction paradigm,
instead, is mainly focused on routing and scheduling issues,
whereas, to the authors’ knowledge, the opportunistic local-
ization problem has not been yet considered.

III. O PPORTUNISTIC MEETING MODEL

In this section, we define a mathematical model of an
opportunistic interaction. The model is based on a simplified
scenario that, although idealized, includes some of the most in-
teresting design parameters, such as the maximum range of an
opportunistic communication, the fraction of time devotedto
the opportunistic interactions, and the relative speed between
the nodes. Then, the model permits to investigate the impact
of these parameters on some performance indexes that are of
interest for the opportunistic localization scheme, namely the
probability of occurrence of an opportunistic interactionand
the statistical distribution of the distance between the nodes
when such an opportunistic data exchange occurs.

Assumptions

In our model, we take into account only a couple of
nodes, sayA andB, both equipped with a common wireless
communication interface that is used for (opportunistic) data
exchange. Radio propagation is described by means of a sim-
ple unit-disk model, according to which the radio transmission
is always correctly received within a distanceR (coverage
range) from the transmitter, whereas it is not received at longer

distances. Although the unit-disk model is known to be over-
simplified, it permits to isolate the performance analysis from
the characteristics of the radio interface that, at this stage of the
work, is left generic. (In any case, the mathematical framework
derived in the following section can be easily adapted to
include more sophisticated radio-propagation models.)

Fig. 1. Fly-by model

Following independent mobility patterns, nodes can occa-
sionally find themselves in mutual coverage range, an event
that we callfly-by. In this study, we limit our attention to the
events that may occur during the fly-by of nodesA andB. The
duration of the fly-by clearly depends on the trajectory and the
mobility pattern of the two nodes. For simplicity, we suppose
that nodes’ trajectory are straight and uniform, at least during
the fly-by. Hence, centering the reference system on nodeA,
we can describe the relative trajectory of nodeB during the
fly-by by means of two parameters, namely the (relative) speed
v and the angle of incidenceα of B’s trajectory into the circle
of radiusR centered inA. With reference to Fig. 1, we define
the following parameters whose inter-relations can be easily
obtained by basic trigonometry:

• τ : time since the beginning of the fly-by event;
• s(τ) = vτ : distance covered byB at timeτ ;
• d(τ, α) =

√
R2 + s(τ)2 − 2Rs(τ) cos(α) Euclidean dis-

tance betweenA andB at timeτ ;
• τm(α) = 2R cos(α)/v: overall fly-by duration;
• TM = 2R/v = τm(0): maximum fly-by duration.

We assume that opportunistic interaction can occur only dur-
ing a fly-by and under the condition that both nodes are in the
so-calledScan Phase, which may correspond to an interlaced
Inquiry/Scan phase of Bluetooth or to the Active Scanning
procedure of IEEE 802.11 systems. When such conditions
occur, the nodes immediately perform the opportunistic data
exchange in negligible time. We call this eventrendezvousand
we denote bytrv the instant when it occurs with respect to
the beginning of the fly-by.

In our model, we suppose that all nodes enter the scan phase
periodically, everyT seconds, though in an asynchronous and
independent manner, so that the offset between the scan phases
of two nodes can be modeled as a random variable with
uniform distribution in the interval(0, T ). The duration of the
scan phase, normalized to the scan periodT , is calledduty



cycle and denoted byδ. Whereas all nodes have equal scan
periodT , the duty cycle may differ, depending on the specific
requirements and management policy of each node. Without
loss of generality, in the sequel we considerδA ≥ δB.

Let τo denote the instant at which the scan phases of the
two nodes overlap for the first time, measured with respect to
the beginning of the fly–by, and letFτo(·) and fτo(·) be the
corresponding probability distribution and density functions,
respectively. Note that, due to the periodicity of the scan
phases, we haveτo ∈ [0, T ]. When δA + δB ≤ 1, there is a
positive probability that the scan phases do not overlap. Inthis
case,Fτo(τ) is a defective distribution with upper limit given
by Fτo(T ) = δA +δB, which corresponds to the probability of
overlapping beforeT . After some easy algebra, the probability
density function (pdf)fτo(τ) turns out to be

fτo(τ) =





δAδBδ(t) τ=0

(δA + δB)/T 0<τ≤T (1−δB)

2(T − τ)/T 2
T (1−δB)<τ≤T

(1)

whereδ(t) is the Dirac delta function, which accounts for the
case in which the two nodes enter the communication range
when their are both scanning for opportunistic interaction, so
that communication can immediately take place andτo = 0.
When δA + δB > 1, the scan phases always overlap at some
point in the interval[0, T ] and the pdf, not reported here for
space limits, can be obtained following the same rationale
explained above.

Given α, a rendezvous occurs whentrv ≤ τm(α), so that
the cumulative distribution function (cdf)Ftrv (t, α) of the
rendezvous timetrv, conditioned onα, can be expressed as

Ftrv (t, α) =

{
Fτo(t, α) for 0 ≤ t < τm(α)
Fτo(τm(α), α) for t > τm(α)

(2)

We note thatFtrv (a, α) is a defective distribution. The upper
limit of Ftrv (a, α) gives to the so-calledhit probability, that
is the probability of observing a rendezvous during a fly-by,
which will be denoted by

PH(α) = Fτo(τm(α)) (3)

Averaging over the distributionfα(θ) of α we get the expected
hit probability

PH =

∫ π/2

−π/2

PH(θ)fα(θ)dθ (4)

The hit probabilityPH is an important performance index,
since it conveys the possibility of enabling any opportunistic
algorithm in a given scenario. The other performance index
of interest for the localization scheme is the so-called “hit-
distance”d, ie., the distance at which the hit occurs. Applying
simple geometric arguments, we can easily realize that, given
α, the nodes are at exactly at distancex during the fly-by in
the two instants

t1,2(x, α) =


R cos(α) ∓

√
x2 −R2 sin2(α)

v




Then, the probability that the hit-distanced ≤ x is equal to
the probability that the rendezvous occurs in the time interval
[t1(x, α), t2(x, α)]. Averaging overα, we hence get

Fd(x) =

∫ π/2

−π/2

[Ftrv (t2(x, θ)) − Fτo(t1(x, θ))] fα(θ)dθ (5)

which provides the cdf of the “hit-distance”. This distribution
is of great interest in the analysis that follows because theper-
formance of range-based localization schemes closely depend
on the quality of the ranging that, in turn, is a function of the
real distance between the two communicating devices.

IV. OPPORTUNISTIC LOCALIZATION ALGORITHM

In our model, we assume that nodes have “native” self-
positioning capabilities, provided by some (non opportunistic)
scheme. Accordingly, we denote bys and ŝ the real and
the estimated node’s position in the area, expressed in polar
coordinates. For simplicity, we assume that the estimation
error e = s− ŝ can be modeled as a 2–dimensional Gaussian
random variable with zero mean and varianceσ2

i . Accordingly,
||e|| is a Rayleigh-distributed random variable with parameter
σi, having pdf

fǫi(x) =
x exp

(
−x2

2σ2
i

)

σ2
i

; x ≥ 0

We assume that nodes can be classified in different “classes”
according to the varianceσ2

i that characterizes their self-
localization accuracy. During a rendezvous, nodes exchange
packets containing their estimated positionsŝA and ŝB, and
the variance associated to the localization class they belong
to. Furthermore, the nodes make an estimationd̂ of their by
using some ranging technique, e.g. RSSI or ToA based [8].
Then, each node refines its own position estimate tos̃ using
a Maximum Likelihood (ML) argument. In our opportunistic
localization scheme, the ML equation can be written as

s̃A,B = arg max
sA,sB

Pr
[
d̂, ŝA, ŝB|sA, sB

]

= arg max
sA,sB

{
fǫA (||̂sA − sA||) fǫB (||̂sB − sB||) · (6)

· fr

(
d̂||sA − sB||

) }

whereŝA, ŝB and d̂ are the new estimates of nodes’ position
and distance,||·|| denotes the Euclidean norm, whereasfr(·) is
the pdf of the ranging, which depends on the specific ranging
technique used by the nodes. In our study, we use an RSSI-
based ranging technique which provides a distance estimate
given by

d̂ = d · 10
ψ(t,x)
10γ

whered is the real distance between transmitter and receiver,
γ is the path loss coefficient andψ(t,x) is a gaussian variable
that models the shadow fading [20]. Hence, the ranging
estimate turns out to be biased, with a lognormal distribution.
Unfortunately, the ML equation (6) cannot be solved in closed
form, so that we resort to Monte Carlo simulations.



The first interesting scenario can be nodeA with perfect
knowledge of his position, nodeB with gaussian position error
on the estimation̂B and perfect ranging.

It is simple to see that in this case the error after the heuristic

opportunistic localization depends only on the anglêBAB̂
following this equation

P [ǫ < K] = 2 · Fα

(
2 · arcsin

(
K

2dAB

))
(7)

where the distribution of the angle, given the distancedAB

betweenA andB andσB , is

fα(α) =

∫ +∞

−D

px(x)py((D + x) tan(α)) · (D + x)dx (8)

= 1
2
e

− d2

2σ2
B

2π

0

B

B

@

2+ e

d2 cos(α)2

2σ2
B

√
2π·d cos(α)

σB
·(1−Erf(d cos(α)

√
2σB

))

1

C

C

A

= e
−

D2 tan2(α)

2σ2(1+tan2(α))

2
√

2πσ
√

1+tan2(α)

»

1−Erf

„

−D−2D tan2 α√
2σ2

√
1+tan2(α)

«–

(9)

or

Fα(α) = P [B̂AB̂ < α|α < π/2] (10)

=

∫ +∞

−D

px(x)

∫ (D+x) tan(α)

0

py(y)dydx

where px(x) and py(y) are gaussian pdf with zero mean
and the same varianceσ2

B.
If the ranging is affected by an error, the previous equation

becomes more complicated. The total position error is given
by ǫα, the error due to the angle betweenA andB̂, andǫρ, the
error due to the erroneous estimation of ranging. We have that
ǫα = 2d sin(α/2) and givenǫrange, then the total estimation
error is ǫ2 = ǫ2ρ + ǫ2α + 2ǫρǫα sin(α/2)

Therefore we can write the distribution of position error as

P [ǫ<K]=
R +∞

−d
fǫρ (δ)·2·Fα

„

2·arccos
„

d2+(d+δ)2−K2

2d(d+δ)

««

dδ (11)

whereδ is the ranging error.
or, equivalently

P [ǫ < K] =





2
∫ θ̂

0 fα(α)(Fρ(p2) − Fρ(p1))dα K≤d

2
∫ π

0 fα(α)Fρ(p2)dα K>d

(12)

where p1,2 = d cos(α) ∓
√
K2 − d2 sin2(α) and θ̂ =

arcsin(min(K
d , 1))

Then it is possible to add the last random effect: the node
A has a position error, so the estimated angle between the two
nodes is affected also by the imperfect position of A.

The geometric situation is explained in figure 2
Therefore it is necessary to explain the behaviour ofd̃ in

order to exploit the previous model.
Hence, the distribution of the complete model is

∫ +∞

0

P [ǫ < K|d = s]fd̃(s)ds (13)

err_A

A’

A

B’

B

err_B

B’’

d

d

d_tilde err_B’

Fig. 2. Geometric model of the problem

where

fd̃(s) =
2

π

s√
s2 − d2 sin2(α)

∫ arcsin(min( s
d

,1))

0

(fρ(p2)+fρ(p1))

(14)
with fd̃ is a Rayleigh random variable with parameter

σA

√
π
2 The maximization of this equation needs some com-

plexity that is not good in a scenario with low–cost devices
and mobile nodes.

V. RESULTS

In this section, we first investigate the impact of the system
parameters on the hit probability on the hit-distance. This
first analysis allows us to reduce the parameters space by
fixing some values. Then, we forget put temporarily aside
the opportunistic model to focus on the opportunistic location
update algorithm only. In this case, we assume that a ren-
dezvous occurs at a given point during the fly-by and analyze
the potential improvements tat can be obtained from such an
interaction. Finally, we put all the pieces together and show the
overall performance of the opportunistic localization scheme
in different scenarios.

A. Opportunistic interaction analysis
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Fig. 3. Hit probabilityPH when varying the duty–cycleδA = δB = δ

Fig. 3 showsPH versusTM/T , for different duty cycles,
assumingfα(θ) = 1/(2π) with θ ∈ [−π/2, π/2]. The ratio
TM/T gives themaximumnumber of scan periods that the
two nodes can perform during a fly-by. Note thatTM/T > 1
does not guarantee that the nodes always perform an entire
scan phase during the fly-by, since the actual duration of each
fly-by depends onα. We note thatPH grows rather rapidly



till TM/T < 2 after which the curves tend rather slowly to
their asymptotic valuePH = min(1, 2δ), which corresponds
to the hit probability when each fly-by lasts more thanT . On
the light of these results, in the following we setTM/T = 2.

Fig. 4 shows the distributionFd(x) of the hit-distance, as
given by (5), when varying the duty–cycleδ. First of all, we
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Fig. 4. CDF of the hit-distanced when varying the duty-cycleδ

observe that the curves show a discontinuity whend/R = 1,
which depends on the Dirac impulse observed in (1). We also
observe that the curves do not reach1, since the distribution is
defective, the upper limit corresponding to the hitting proba-
bility. Recalling that RSSI-based ranging techniques usually
perform better at short distance, the best setting forδ is
0.5. Smaller values ofδ would reduce the hit probability,
whereas larger value would increase the probability that the
rendezvous occurs at the border of the coverage range (we
consider only the first rendezvous during the fly–by).
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B. Opportunistic localization analysis

We now focus on the performances of the opportunistic
update when varying the meeting distance. We consider two
different cases: an heterogeneous scenario in which nodes
A and B belong to the different localization classes, with
σA = 1 and σB = 4, respectively; and and homogeneous

scenario where both nodes have the same localization class
with σA = σB = 4. To better appreciate the effect of
opportunistic localization, we define theopportunistic gain
metric ∆i, i = A,B, as

∆i =
σi

√
π/2 − ǫ̃

σi

√
π/2

where ǫ̃ is the mean localization error after the opportunistic
localization, whereasσi

√
π/2 is the mean localization error

of the node obtained by using the native localization scheme.
Therefore,∆ represents the relative gain in the localization
error obtained by using the opportunistic scheme.

Fig. 5 shows the results for the heterogeneous scenario
(solid line) and the homogeneous scenario (dashed lines). We
note that the opportunistic localization can effectively provide
a large performance gain, in particular if the nodes belong to
different classes of accuracy and the opportunistic interaction
occurs at short distances.

C. Combined analysis

We now investigate the performance of the complete system.
Fig. 6 reports the results obtained for the heterogeneous
scenario, when varying the duty cycleδ and the coverage range
R. We observe that also in this case the best performance
are obtained by settingδ = 0.5 for every coverage range,
though the performance improves for small value ofR, as
expected. Nonetheless, the scheme offers a20% of gain even
whenR = 4m, which is a reasonable distance for this type
of interactions.
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Fig. 6. Relative localization error gain after an opportunistic update for
different values of rangeR in the heterogeneous scenario (σψ = 5).
Solid/dashed lines refer to node A/B.

Fig. 7 shows the same results, but for an homogeneous
scenario in which both nodes have poor native self-localization
capabilities. The results are substantially similar to those of the
former case, though the curves are now more compacted and
the relative error gain is reduced. Nonetheless, we observethat
in this situation, the initial localization errors are verylarge,
so that a gain of25% is appreciable.
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VI. CONCLUSION

In this paper we propose a novel localization technique
based on opportunistic data exchange between heterogeneous
nodes.

The results obtained show that the opportunistic scheme
can effectively improve the localization accuracy of the nodes,
even though the performance strictly depends on the setting
of some system parameters. In particular, the duration of the
scan period and its duty cycle, as well as the maximal distance
for opportunistic exchange need to be accurately set in order
to attain significative gain.
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