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Abstract—The batch resolution problem consists in arbi-
trating the channel access of a group of nodes in a wireless
network in order to collect a single packet from each node
in the shortest time. Most of existing solutions are based on
the immediate feedback assumption and typically neglect or
underestimate the actual time cost of feedback that can instead
be significant in common wireless standards. In this paper, we
propose and analyze ABRADE, which is a dynamic framed
ALOHA scheme for conflict resolution in practical CSMA-based
wireless networks. The core of ABRADE, in fact, is the dynamic
adaption of the framed ALOHA parameters to the cardinality
of the residual batch, in order to strike a balance between
the control message overhead and the fraction of successful
transmissions per frame. The parameters optimization is based
on a dynamic programming argument that takes into account
the time occupancy of successful, collided and idle slots, as well
as the time cost of control messages. Compared against classical
batch resolution algorithms in practical scenarios, the proposed
solution yields up to 10% of throughput gain.

Index Terms—ad hoc networks; sensor networks; node dis-
covery; identification; batch resolution; conflict resolution; im-
mediate feedback; deferred feedback; framed aloha, rfid

I. I NTRODUCTION

Emerging communication scenarios, such as Internet of
things, opportunistic networking, dust networks, generally
involve densely populated clouds of wireless terminals. In
this context, it is common for a node to inquiry the sur-
rounding nodes for different purposes, such as counting the
number of neighbors, collecting data, updating connectivity
information and so on. The probe message may solicit reply
from a potentially large set of nodes that compete to trans-
mit their message over the shared wireless channel. When
multiple nodes transmit simultaneously, their radio signals
will destructively interfere with one another at the receiver,
resulting in a so-called packets collision (or conflict).

The batch resolution problem, also known in literature as
collision or conflict resolution problem, consists in managing
the channel access of a group of nodes, which form thebatch
(or conflict set), in such a way that each node successfully
delivers one message to the inquirer. When a packet is
successfully decoded by the inquirer, the source node is said
to be resolved and leaves the batch. ABatch Resolution
Algorithm (BRA) is a distributed algorithm that arbitrates
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the channel access in order to resolve all the nodes in the
initial batch in the shortest time.

The batch resolution problem resembles, in some aspects,
the medium access control (MAC) problem in that both
consist in managing the access of a group of nodes to a shared
channel. However, it shall be noted that MAC protocols
generally look at the channel contention as a steady-state
phenomenon. Conversely, BRAs address scenarios where
contention has a bursty nature.

The design and analysis of efficient BRAs have been
deeply studied in the literature, in particular for non-CSMA
slotted channels. Landmarks in this area are thesplitting-
tree algorithms devised by Hayes [1] and Capetanakis [2],
whose interest has been recently reawaken in relation with
the RFID tags [3]. An efficient collision resolution scheme
for Poisson arrivals is the Clipped Modified Binary Tree
(CMBT) algorithm, proposed by Gallageret al. in [4] with
the name FCFS, and successively improved by Mosely and
Humblet in [5]. The basic idea behind all these algorithms
consists in splitting the initial conflict set in smaller subsets
and, then, resolving one subset at a time in a recursive way.
The various schemes differs in the policy used to split the
conflict set in subsets. A comprehensive overview of these
collision-resolution algorithms can be found in [6].

In pure-slotted systems, slots duration is constant, irrespec-
tive of whether they are idle, collided or successful. Con-
versely, in carrier-sense multiple access (CSMA) networks,
idle slots are significantly shorter than busy (collided or
successful) slots, because nodes can reveal the presence of
signals on the channel by performing carrier-sensing. Accord-
ingly, BRAs for CSMA channels split the initial conflict set
in smaller parts, in order to increase the probability of empty
slots while reducing that of collided slots. This principlehas
been applied, for instance, to ALOHA and FCFS algorithms,
as discussed in [7].

The existing literature, in general, does not consider the
time cost of feedbacks in the performance analysis of BRAs.
In practical systems, however, each transmission (included
feedbacks) takes a minimum amount of time for nodes to
perform basic operations, such as RX/TX switching, signal
detection and synchronization, and so on. This time may
represent a significant part of the overall transmission time
of a packet, in particular when the transmission rate is large.
For instance, with reference to the IEEE 802.11 standard,
the transmission of an acknowledgment frame (ACK) at the
basic rate of6 Mbit/s amounts to approximately20% of the



transmission time of a full-size (1500 bytes) data frame sent
at 54 Mbit/s. Therefore, the time cost of feedbacks may have
non-negligible impact on the performance of BRAs, when
considering commercial radio technologies. This observation
makes questionable whether immediate feedback is actually
the best strategy for the design of BRAs.

In this paper, we propose theAdaptive-window Batch
Resolution Algorithm with Deferred feedback(ABRADE),
which waives immediate feedback to adopt a contention
scheme inspired to the classical framed Aloha approach [8].
The algorithm parameters are optimized on the basis of
a dynamic programming argument that takes into account
the cost of probing, idle sensing, collisions and successful
transmissions. Comparison with classical BRAs shows that
ABRADE brings significant performance gain in practical
scenarios by reducing the feedback overhead.

The rest of the paper is organized as follows. Sec. II defines
the system model and describes ABRADE. The mathematical
and asymptotic analysis of ABRADE performance is devel-
oped in Sec. III, whereas in Sec. IV compare by simulation
ABRADE against FCFS in two practical scenarios, based
on the common IEEE 802.11g and IEEE 802.15.4 radio
standards. Finally, Sec. V draws conclusions and discusses
possible extensions to the proposed approach.

II. A LGORITHM DESCRIPTION AND ANALYSIS

In this section we first introduce the reference system
model considered in this work and, then, we describe the
ABRADE algorithm and derive the parameters optimization
scheme.

A. System model

The scenario considered in this work entails a node, called
inquirer, that wishes to collect a single packet from each of
n surrounding nodes, which form the batch. The batch size
n is generally random. Nonetheless, the theoretical analysis
of ABRADE is developed under the assumption thatn is
known to the inquirer. This assumption will be relaxed in the
simulation analysis presented in Sec. IV.

The inquirer is in charge of controlling the execution of
the BRA and providing feedback. All nodes are supposed to
be within the transmission/reception range of the inquirerand
capable of carrier-sensing each other transmission [9], sothat
there is no hidden nodes. Also, we do not consider multi-hop
transmissions. For the sake of simplicity, we make the classi-
cal assumption of noiseless radio channel: transmissions are
always successful, except in case of collisions. Accordingly,
time axis is divided in slots of unequal duration that will be
referred to asidle, when no nodes transmit,successful, when
a single node transmits, orcollided when multiple nodes
transmit simultaneously.

The transmission time of data packets is assumed to be
constant and equal toT

data
, inclusive of all mandatory guard

times. As customary, all time measures will be normalized
with respect toT

data
, unless otherwise specified. Accord-

ingly, the time duration of successful and collided slots is
set equal to1, whereas the time duration of an idle slot will
be denoted byβ, which is generally much less than1.

B. The ABRADE algorithm

The ABRADE scheme works in successiveresolution
rounds. Transmissions in each round occurs as in the CSMA-
based framed ALOHA algorithm, that is to say, each unre-
solved node, independently of the others, transmits its packet
in a slot randomly chosen with uniform probabilityq ≤ 1/w
among thew slots of thecontention frame. Slots are marked
as idle, successful or collided by the inquirer, according to
their state. When thew slots of the contention frame are
elapsed, the inquirer closes the round by broadcasting aprobe
messagethat contains an aggregate feedback field together
with other control information, such as the frame sizew and
the transmission probabilityq to be used in the next round.
Upon receiving the probe message, nodes check whether their
previous transmission attempt was successful or not. In the
first case, they immediately quit ABRADE, otherwise they
keep competing in the next round, using the values ofw and
q carried by the last probe message.

C. Dynamic parameters optimization

The core of ABRADE consists in the dynamic adaptation
of the parametersw and q to the residual multiplicityn of
the batch after each resolution round. The adaptation aims
at minimizing theBatch Resolution Interval(BRI), i.e., the
average time required to resolve all the nodes in the initial
batch, which is denoted byT (n). This is equivalent to
maximizing the batch throughput, defined as the average
number of nodes resolved in the unit time and given by

λ(n) =
n

T (n)
. (1)

To optimize the parameters we express the maximization
problem in a recursive form that can be solved by dynamic
programming [10]. Then, lets, c and i denote the number
of successful, collided and idle slots, respectively, observed
during a resolution round with contention frame sizew, so
that

w = i + s + c . (2)

Denoting byy the time duration of the round, we have

y = s + c + iβ + βp = βp + w − i(1 − β) (3)

whereβp denotes the transmission time of the probe packet.
Hence, denoting byτ(n) the overall time required to resolve
a batch of sizen , we can write the following recursive form

τ(n) = y + τ(n − s) , (4)

whereτ(0) = 0. Clearly, τ(n) is a random variable, whose
expectation equals the BRI for a batch of sizen, i.e.,

E [τ(n)] = T (n) .

Thus, taking the expectation of both sides of (4) and applying
the total probability theorem with respect tos we obtain

T (n) = E [y] +

min{w,n}
∑

r=0

T (n − r)ps(r)

=

E [y] +

min{w,n}
∑

r=1

T (n − r)ps(r)

1 − ps(0)
,

(5)



whereps(r) is the probability of exactlyr successful slots in
the resolution round. By basic combinatorial analysis [11],
we obtain

ps(r) =

n
∑

m=r

(

n

m

)

(wq)m(1 − wq)n−m

×

min{w,m}
∑

j=r

(

w

j

)(

j

r

)(

m

j

)

j!(−1)j−r (w − j)m−j

wm

(6)

for r ≤ min {w, n} and zero otherwise.1 Moreover, from (3)
we have

E [y] = βp + w − E [i] (1 − β)

= βp + w − w(1 − q)n(1 − β) .
(7)

Finally, using (7) and (6) into (5) we obtain the following
recursive expression

T (n) =

βp + w − w(1 − q)n(1 − β) +

min{w,n}
∑

r=1

ps(r)T (n − r)

1 − ps(0)
,

(8)
where we did not expanded the termps(r) for readability
reasons. Now, letT ⋆(k) denote the minimum BRI for a batch
of sizek that can be obtained by optimal setting ABRADE
parameters during the entire resolution phase. Hence, from
(8) we can write

T ⋆(n) =

min
w,q

wq≤1

{βp + w − w(1 − q)n(1 − β) +

min{w,n}
∑

r=1

ps(r)T
⋆(n − r)

1 − ps(0)

}

(9)
which can be solved recursively, starting fromk = 1 for
which we haveT ⋆(1) = 1 + βp for w = 1 and q = 1. The
values ofw and q that attain the minimum for eachk are
denoted byw⋆

n andq⋆
n, respectively. Similarly, the throughput

obtained by replacing (9) into (1) is denoted byλ⋆(n).

III. PERFORMANCEANALYSIS OF ABRADE

Unfortunately, a direct inspection of (9) does not reveal
much of the relation betweenw⋆

n and q⋆
n and the system

parametersn, β and βp. Nonetheless, plotting the solution
of (9) when varyingn for different values ofβ we obtained
the curves in Fig. 1. The value ofq⋆

n is not reported, being
always equal toq⋆

n = 1/w⋆
n. We observe that, as natural, both

T ⋆(n) andw⋆
n grows almost linearly withn.

To better appreciate this relation, we inspect the throughput
curves reported in Fig. 2 as a function ofβ, for different
values ofn. We first note that the throughput increases with
n. In fact, provided that the contention parameters are adapted
to the batch size, the overhead due to the control traffic
(i.e., the probe message) becomes progressively less relevant
as the size of the batch grows. Second, we note that the
throughput curves rapidly converge toward a superior limit
Λ = limn→∞ λ⋆(n) (dashed curve in Fig. 2). To determine

1The presence of binomials in (6) can raise numerical stability problems.
However, as suggested in [?], it is possible to deriveps(r) in a recursive
manner that overcomes the numerical stability issues.
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Figure 1. Minimum batch resolution intervalT ⋆(n) (above) and optimal
contention window sizew⋆

n (below) as a function of the batch sizen, for
different values ofβ and withβp = 1.
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Figure 2. ThroughputΛ vs β, for different values of the batch sizen and
βp = 1.

an analytical expression ofΛ, we assumeT ⋆(k) ≃ kΛ for
sufficiently largek. From (5) we thus obtain

nΛ ≃ E [y] +

min{w⋆
n,n}

∑

s=0

(n − r)Λ ps

≃ E [y] + nΛ − Λ E [s] ,

(10)

from which

Λ ≃
E [s]

E [y]
=

nw⋆
nq⋆

n(1 − q⋆
n)

n−1

βp + w⋆
n − w⋆

n(1 − q⋆
n)n(1 − β)

. (11)

We now introduce

µn = nq⋆
n =

n

w⋆
n

, (12)



which corresponds to the mean number of transmissions per
slot, with optimal parameters setting. Using (12) in (11) we
get

Λ ≃
µn

(

1 − µn

n

)n−1

βp

w⋆
n

+ 1 −
(

1 − µn

n

)n
(1 − β)

(13)

and lettingn → ∞ we finally obtain

Λ =
µ

∞
exp(−µ

∞
)

1 + bp − (1 − β) exp(−µ
∞

)
(14)

wherebp = limn→∞ βp/w⋆
n, while

µ
∞

= lim
n→∞

µn , (15)

which is the average number of transmissions per slot that
maximizes the asymptotic throughputΛ. To determine this
value, we set to zero the derivative of the right-hand side of
(14) with respect toµ

∞
and, after some algebra, we find the

following transcendent equation

(1 + bp)(1 − µ
∞

) = (1 − β) exp(−µ
∞

) , (16)

which can be easily solved with numerical methods, such as
bisection. Note that, as we will see later on,bp is typically
negligible, so thatµ∞ strictly depends onβ only, spanning
from 0 to 1 asβ varies from1 to 0, as shown in Fig. 3. This
behavior reflects the principle according to which the channel
access strategy shall be less aggressive when idle slots are
much shorter than busy slots. Finally, replacing (16) into (14)
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Figure 3. Asymptotic number of transmissions per slot,µ∞, as a function
of the normalized idle slot durationβ (bp = 0).

yields
Λ = exp(−µ

∞
) , (17)

which is the superior limit to ABRADE throughput, repre-
sented by the dashed curve in Fig. 2.

Another interesting performance measure, here denoted
by E , is the mean number of transmissions required by a
node to be resolved. To determine an estimate ofE we
assume that the success probability for a node transmissionis
stationary and equal toPs. Under this hypothesis, the number
of transmission attempts to successfully deliver the message
to the inquirer is a geometric random variable, with mean

E =
1

Ps

.

We then observe that, for sufficiently large values ofn, the
number of transmissions in a certain slot can be approximated

by a Poisson-distributed random variable with meanµ
∞

. Ac-
cordingly, the success probability for a certain transmission,
which is equal to the probability that no other transmissions
occur in the same slot, can be approximated as

Ps = exp(−µ
∞

) , (18)

from which we get

E = exp(µ
∞

) . (19)

This performance measure is related to the energy efficiency
of the protocol since packet transmission is a major source of
energy consumption in wireless systems. Therefore, the larger
E , the more energy is consumed by a node to be resolved.

IV. CASE STUDY

In this section, we compare ABRADE against FCFS
algorithm [7], which is the fastest known conflict resolution
algorithm for Poisson-distributed batch multiplicities.FCFS
is based on the immediate feedback assumption, according
to which each node receives at the end of the slot a feedback
that specifies whether the slot was idle, successful or collided.
In practical CSMA-based networks, idle and collision feed-
backs are implicitly provided by the carrier-sense mechanism.
Conversely, successful feedback is explicitly carried by an
acknowledgement (ACK) message, which typically consists
in a short control packet without any payload field.

In order for the comparison to have practical significance,
we set the system parameters according to the specifications
of two popular off-the-shelf radio technologies, namely IEEE
802.11 and IEEE 802.15.4 that, for ease of notation, will
be henceforth referred to as WF (WiFi) and ZB (ZigBee),
respectively.

A. System parameters

The data structures and carrier-sense mechanism of WF
and ZB are similar and will be described in a unified
manner. Lett

BCK
denote the reference idle (backoff) slot

time. Furthermore, letT
PCK

be the transmission time of a
data packet, consisting of PHY preamble and header, and
MAC header, payload and trailer. In case of unacknowledged
transmissions, successive data frames have to be separated
by (at least) a certain Inter Frame Space (IFS) time interval,
here denoted byt

IF S
. In case of acknowledged transmission,

instead, the ACK frame of durationT
ACK

shall be returned
within a time intervalt

ACK
< t

IF S
after the completion of

the data frame transmission. Moreover, an IFS shall follow
any ACK before new data transmissions. If a valid ACK is
not received within a certain timeoutt

T O
the transmission

is assumed to be collided and a new data frame can be
transmitted immediately after.

With reference to the system model defined in Sec. II, the
system parameters can thus be set as follows

T
data

= T
PCK

+ t
IF S

; β =
t

BCK

T
data

;

βi = 0 ; βs =
T

ACK
+ t

ack

T
data

; βc =
t

T O
− t

IF S

T
data

;
(20)

whereβi, βs and βc are the normalized feedback time for
idle, successful, and collided slots, respectively.



The probe message can be realized by using a data
frame whose payload carries the binary representation of the
contention frame sizew⋆ for the upcoming resolution round
and the aggregate feedback field, which may consist of a
bit-mask in one-to-one correspondence with the slots in the
contention frame, in such a way that bits1 denote successful
slots, whereas bits0 indicate collided and idle slots.2 Note
that, for large frame sizes, the aggregate ACK field may not
fit in the payload of a single MAC frame. In this case, it
will be needed to send multiple consecutive probe messages.
Making a worst-case assumption, we then approximate the
length of the probe message for a contention frame ofw
slots as

βp = ⌈wbp⌉ , with bp ≃ 1/L
max

whereL
max

is the maximum payload size of a MAC frame.
The values of all the system parameters for the WF and

ZB scenarios are reported in Tab. I.

B. Batch multiplicity

The FCFS algorithm is designed to resolve conflicts among
messages that arrive according to a Poisson process and it
makes use of the message arrival instants to arbitrate the
channel access. Therefore, theplain application of FCFS
algorithm in case of batch arrivals yields poor performance
[12]. However, the optimality of the algorithm can be easily
re-established for batch arrivals, provided that the batchsize
is Poisson-distributed with known meanN = E [n]. In this
case, as explained in [13], each node in the batch may
generate at random itsvirtual arrival instant in the time
interval [0, N/λ

max
], whereλ

max
is the maximal throughput

achievable by the FCFS algorithm [7]. FCFS algorithm can
then be applied by considering the virtual arrival epochs
in place of the actual message arrival times. Clearly, any
distribution of the batch size other than Poisson will yet result
in some performance loss. Therefore, for fair comparison, we
only consider batches with Poisson-distributed multiplicity n.

C. Batch size estimator

As mentioned, ABRADE parameters have been optimized
under the assumption of perfect knowledge of the batch size
n at each resolution round. Relaxing this assumption will
yield a certain performance loss and, moreover, will require
to couple ABRADE with a batch size estimation (BSE)
module that feeds ABRADE with dynamic estimatesn̂ of
the actual batch sizen. Although interesting by its own (see,
for instance, [14]), the analysis of efficient estimators isout
of the scope of this paper. Instead, we consider an extremely
simple BSE that works as follows. The initial estimate is set
to

n̂ = N ,

and, after each resolution round, it is updated as

n̂ = max {n̂o, 2c + s} , (21)

wheren̂o is the previous estimate, whereass andc, as usual,
denote the number of successful and collided slots in the
resolution round. The residual bath size is then obtained by
subtracting tôn the overall number of nodes resolved since
the beginning of the resolution process.

2The parameterq⋆ is always assumed to be equal to1/w⋆, so that it is
not included in the probe message.

Table I
SYSTEM PARAMETERS SETTING INWF AND ZB SCENARIOS.

T
data

β βi βs βc L
max

[ms] [bits]

WF 0.399 0.0225 0 0.1319 0.1319 18496

ZB 4.896 0.0654 0 0.1111 0.0458 944

D. Simulation results

We simulated both ABRADE and FCFS algorithms by
considering the system parameters in Tab. I. The mean batch
size N has been varied from1 to 1500. For each value
of N , we run 20000 independent instances of both the
algorithms. Graphs report the99% confidence interval for
each point, though error bars are tight-fitting the curve and
mostly covered by marks.
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Figure 4. Mean throughputE [λ(n)] of ABRADE and FCFS as a function
of the mean batch sizeN , in WF and ZB scenarios.

0 500 1000 1500
1.15

1.2

1.25

1.3

1.35

1.4

Mean batch size (N)

M
ea

n 
nu

m
be

r 
of

 tr
an

sm
is

si
on

s 
pe

r 
no

de

 

 

ABRADE − WF
FCFS       − WF
ABRADE − ZB
FCFS       − ZB

Figure 5. Mean number of transmissions per node,E , for ABRADE and
FCFS as a function of the mean batch sizeN , in WF and ZB scenarios.

Fig. 4 shows the mean throughputE [λ(n)] obtained by
ABRADE (black marks) and FCFS (white marks) in WF
(solid lines) and ZB (dashed lines) scenarios. Throughput
curves initially grows rapidly withN , to bend toward the
asymptotic values forN ≥ 150. We observe that ABRADE
performs better than FCFS for every value ofN in both
scenarios, though the performance gap is less marked for ZB
scenario whose feedback costs are smaller than for WF.

In Fig. 5 we reportE as a function ofN . In this respect, the
two algorithms show very similar performance, with a slight



Table II
ASYMPTOTIC PERFORMANCE MEASURES OFABRADE IN WF AND ZB

SCENARIOS: SIMULATION (AT N = 1500) VS THEORY.

Λ E

ABRADE Simulation Theory Simulation Theory

WF 0.81775 0.8202 1.2102 1.2192

ZB 0.71924 0.7229 1.3726 1.3832

FCFS Simulation Theory Simulation Theory

WF 0.7409 0.8388 1.1936 1.1913

ZB 0.6901 0.7598 1.3349 1.3033

advantage of FCFS over ABRADE for large batch sizes. This
is due to the immediate feedback mechanism that allows
FCFS to resolve more effective than ABRADE in resolving
collisions. However, the cost of immediate feedback absorbs
this small advantage, so that ABRADE is more efficient than
FCFS in terms of batch resolution time. Note that, for very
small values ofn, ABRADE actually exhibits lowerE but,
on the other hand, largerT (n) than FCFS. The reason is
that, for small batches, the cost of probe message is relevant,
so that ABRADE chooses longer frames in order to reduce
the mean number of transmissions per frame and, in turn,
the collision probability and the number of rounds required
to resolve the batch. This yields a reduction ofE .

Finally, Tab. II collects the asymptotic performance mea-
sures of ABRADE and FCFS obtained by simulation and
theoretical analysis. We can see that simulation and the-
oretical values for ABRADE are in very agreement, thus
confirming the validity of the mathematical model and the
marginal impact of the simplifying assumptions consideredin
the analysis of Sec. III. Conversely, the simulation results for
the asymptotic throughput provided by FCFS are significantly
worse than the theoretical values provided in [7], which
were obtained under the simplifying assumption of negligible
feedback costs.

V. CONCLUSIONS

In this paper we presented ABRADE, a batch resolution
algorithm, derived from the well-known framed ALOHA
scheme, that dynamically adapts the length of the contention
frame during the resolution of the batch in order to minimize
the overall batch resolution interval. Conversely to most
conflict resolution algorithms presented in the literature,
ABRADE waives immediate feedback paradigm in favor of
aggregate feedback, in order to reduce overhead.

ABRADE performance has been analyzed, both mathemat-
ically and by simulations, and compared against FCFS, the
best performing algorithm in the literature based on the im-
mediate feedback paradigm. The comparison confirmed that,
by setting the system parameters in accordance with the spec-
ifications of common radio standards, such as IEEE 802.11
(WF) and IEEE 802.15.4 (ZB), the asymptotic throughput of
FCFS exhibits a loss with respect to the theoretical values
derived in [7] of approximately9% for WF and 6% for
ZB. Conversely, ABRADE approaches the theoretical optimal
values of FCFS, while maintaining approximately the same
mean number of transmissions per node and, in turn, the same
mean energy consumption.

It is worth noting that all the complexity of the parameters
optimization is at the inquirer, whereas the other nodes
have to perform only basic operations. Actually, the frame-
length optimization may be computationally demanding, thus
potentially preventing the on-line application of ABRADE.
However, the computation can be performed offline and the
optimal parameters can then be stored in a table at the
inquirer. Alternatively, it is possible to make use of the
asymptotic results by approximatingw⋆

n as ⌈µ
∞

n⌉. In this
way, the frame length adaptation can be performed by a
simple rounded multiplication.

We finally observe that ABRADE may be further ame-
liorated by exploiting idle-slot feedbacks that are implicitly
provided by the carrier-sense mechanism without any extra
time-cost. This information may be used, for instance, to slid
forward the contention frame in case of runs of idle slots,
in order to avoid almost-certain collisions in the last partof
the frame. Furthermore, the application of ABRADE without
any a priori knowledge of the batch size requires the design
of a batch-size estimate module that is capable of providing
a sufficiently accurate estimate ofn to correctly drive the
ABRADE optimization mechanism. Such extensions are left
for future investigation.
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