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Abstract—In wireless networks and RFID systems, a collision set is a group of nodes such that the concurrent transmission of two or more nodes generates destructive interference at the receiver and, consequently, the loss of all transmitted packets. Knowing the number of nodes in the collision set, i.e., the collision set size, it is possible to design effective channel access strategies that minimize the time required to read all the tags or, more generally, collect the packets generated by each node in the set. However, the collision set size is often unknown and, then, needs to be estimated. In this paper we propose a novel estimation method for Framed Slotted Aloha systems that applies a maximum likelihood argument on a Poisson approximation of the packet arrivals process to the transmission channel, yielding an estimate with minimal mean error and mean square error, with respect to the best-performing estimate algorithms in the literature having similar complexity.
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I. INTRODUCTION

In wireless networks and RFID systems, a collision set is a group of nodes such that the concurrent transmission of two or more nodes in the set yields a packet collision, that is, the loss of all transmitted packets due to destructive radio signal interference at the receiver. The design of channel access strategies to reduce the rate of collisions and maximize the number of successful transmissions per unit time is, then, a fundamental problem that has been deeply studied in the past (see, e.g., [1]–[7] and references therein), and whose interest has been recently reawakened by the massive diffusion of RFID systems.

The Framed Slotted Aloha (FSA) scheme is at the basis of many contention-arbitration algorithms [5]–[9] and RFID standards (e.g., ISO 18000-6 TYPE A, ISO 14443-3, ISO/IEC 15693). Basically, FSA divides the time into slots, which are grouped in frames. In each frame, nodes transmit their packet in a random slot, chosen with uniform probability. Slots are said to be idle, successful or collided according to whether they are interested by zero, one or more than one transmission, respectively. Packets sent over successful slots are correctly delivered to the destination, whereas those sent on collided slots are lost and have to be retransmitted in the following frame. The performance of FSA-based protocols is maximized by adapting the frame length \( w \) to the cardinality \( n \) of the collision set, i.e., the so-called collision set size [8]. However, the actual value of \( n \) is often unknown and needs to be estimated. This estimation problem is interesting by its own and of particular relevance for the emerging technology of RFID systems.

In this letter, we address the node-counting problem in a FSA access system, and propose a novel Collision set size Estimator (CE) that, compared against the best-performing CEs in the literature with similar complexity [5], [10]–[14], achieves the minimal mean estimate error and mean square error over the largest region of values of \( n \), for any given frame length \( w \). The low complexity and good performance of the proposed method make it particularly attractive for the important field of RFID applications.

II. SYSTEM MODEL

Let \( n \) and \( w \) denote the collision set size to be estimated and the frame length, respectively. The number \( K_j \) of nodes that transmit on the \( j \)th slot of the frame is a binomial random variable with parameters \( n \) and \( 1/w \). Note that the random variables \( \{ K_j \}_{j=1}^w \) are identically distributed, but not independent, since it must hold \( \sum_{j=1}^w K_j = n \). The \( j \)th slot is collided, successful, or idle according to whether \( K_j \geq 2 \), \( K_j = 1 \), or \( K_j = 0 \), respectively. Let \( \mathcal{V} = \{C, S, I\} \) denote the random vector representing the number of collided (C), successful (S), and idle (I) slots in the frame. The statistical mean of \( C, S, \) and \( I \) given \( n \) are then equal to [12]

\[
\begin{align*}
\mathbb{E}[C|n] &= w \left[ 1 - \frac{n}{w} \right] \left( 1 - \frac{1}{w} \right)^{n-1} - \left( 1 - \frac{1}{w} \right)^n \\
\mathbb{E}[S|n] &= n \left( 1 - \frac{1}{w} \right)^{n-1}, \quad \mathbb{E}[I|n] = w \left( 1 - \frac{1}{w} \right)^n.
\end{align*}
\]

Furthermore, let \( \mathcal{V} = \{C, S, I\} \) denote one observation of the vector \( \mathcal{V} \) at the end of the frame, and \( \mathcal{M} = \{v: s+c+i = w\} \) be the set of all admissible vectors \( \mathcal{V} \). The conditional probability of observing \( v \in \mathcal{M}^w \), given \( n \), can be expressed as [15]

\[
\Pr_n(v) = \Pr[\mathcal{V} = v|n] = \binom{w}{s} \binom{w-s}{c} \binom{c-j}{j} \binom{e-j}{\ell} \left( \frac{1}{w} \right)^{n-\ell-s} \frac{1}{w^w (n-\ell-s)!}.
\]

This probability mass distribution (PMD) serves as the basis for sophisticated Bayesian refinement methods (see, for instance, [16]–[18]). However, the computation of the binomial terms in (2) may give rise to numerical stability problems, which can be avoided by resorting to the recursive expression provided in [10]. On the other hand, the recursive method involves a number of operations that increases geometrically with \( n \) so that, in general, the evaluation of (2) has large computational cost.

A CE is a deterministic function \( \mathcal{H}(\cdot) \) that maps each observation vector \( \mathcal{V} \) to a non-negative integer that is the estimate of \( n \). We define the computational complexity of a CE as

\[
K(w) = \frac{\sum_{v \in \mathcal{M}^w} k(v)}{|\mathcal{M}^w|} = \frac{2 \sum_{v \in \mathcal{M}^w} k(v)}{(w+1)(w+2)}
\]

where \( |\mathcal{M}^w| = (w+1)(w+2)/2 \) is the cardinality of \( \mathcal{M}_w \), whereas \( k(v) \) denotes the number of iterations required to compute \( \mathcal{H}(v) \), each iteration consisting in a fixed number of numerical and logical operations.

Incidentally, we observe that some papers make use of an approximate expression of \( \Pr_n(v) \) (see, for instance, [16], [17]), though this approximation is not always recognized or explicitly stated.
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Ⅲ. RELATED WORK

For space constraints, we only provide a quick overview of the CEs for FSA systems considered in this work for comparison purposes. More extensive surveys of the subject can be found, for instance, in [6], [7], [13], [19].

The simplest CE is due to Vogt [11] that proposed a lower bound estimate given by $H_{Vog}(v) = s + 2c$. The rationale is that a successful slot counts for a single node, whereas any collided slot counts for at least two nodes.

Schoute [10] and, successively, Cha and Kim [14], proposed the estimate $H_{Sch}(v) = s + 2.39c$, where $2.39$ is the asymptotic mean number of transmissions per collided slot as the collision set size $n$ grows to infinity, and assuming optimal frame length $w = n$.

In [12], Vogt proposes a more complex estimate technique that minimizes the distance between the observed vector $v$ and the conditional expectation of $V$, given $n$ and $w$, i.e.,

$$H_{Vog}(v) = \arg\min_{n} \|v - E[V(n, w)]\| = \arg\min_{n} \left\{ \left( m_{C}(n) - s \right)^2 + \left( m_{I}(n) - c \right)^2 + \left( m_{I}(n) - i \right)^2 \right\}.$$ (4)

This estimate however requires the numerical minimization of a composite function [17].

Khandelwat et al. [5] apply the minimum distance principle to the number of idle slots only, obtaining

$$H_{Kha}(v) = \arg\min_{n} \left| m_{I} - i \right| = \left\lfloor \frac{\log \left( \frac{w}{n} \right)}{\log \left( \frac{w}{w} \right)} \right\rfloor,$$ (5)

where $\lfloor x \rfloor$ denotes the integer rounding of $x$.

Similarly, Cha and Kim consider the number of collided slots only, obtaining

$$H_{CK}(v) = \arg\min_{n} \left| m_{C} - c \right|.$$ (6)

It is easy to realize that (6) admits a single solution that, however, needs to be searched through numerical methods.

In [13], Kodialam and Nandagopal apply the same concept as (5) and (6) under the simplifying assumption that the number of transmissions in each slot are independent Poisson-distributed random variables with (unknown) parameter $\mu = \frac{w}{c}$. In this way, the authors obtain the following idle-slot and collided-slot CEs:

$$H_{KN, I}(v) = \left\lfloor w \log \left( \frac{w}{T} \right) \right\rfloor,$$ (7)

$$H_{KN, C}(v) = \left\lfloor w \mu \right\rfloor,$$ (8)

where $\mu v = \left\lfloor w \right\rfloor$ is the only solution of the transcendental equation

$$\left( 1 + \mu \right) e^{-\mu} = \frac{w - c}{w}.$$ (9)

in the unknown $\mu$.

We observe that the estimators $H_{Vog}, H_{Sch}, H_{Kha},$ and $H_{KN}$, have unit computational complexity, requiring a single operation to find the estimate. Conversely, $H_{Vog}, H_{CK}, H_{Kc}$ need to minimize a cost function by means of iterative numerical methods in order to find the estimate. Assuming that the cost function is well behaved, and considering that the cardinality of the output space of the CEs cannot exceed that of the input space $|\Omega_w| \approx w^2$, a binary search method would take, on average, order of $\log_2 w^2$ iterations to find the estimate. Then, the computational complexity of these CEs is roughly logarithmic in $w$, i.e., $K(w) \approx A \log_2(w)$ for some $A > 0$, as confirmed by the experimental results presented later on in the paper.

IV. MAXIMUM LIKELIHOOD ESTIMATORS

In this section we describe a novel estimation method that exhibits excellent performance with limited computational complexity. To begin with, we consider the classical maximum likelihood estimator (MLE), which returns the value of $n$ of the collision set size that maximizes the conditional probability of observing the vector $v = \langle c, s, i \rangle$ given that $n$ nodes transmit, i.e.,

$$H_{MLE}(v) = \arg\max_{n} P_n(v).$$ (10)

Unfortunately, the computation of $P_n(v)$ requires the evaluation of approximately $(c + 1)^2$ terms, so that even without considering the iterative search for the maximum of $P_n(v)$, we have $K_{MLE}(v) \geq (c + 1)^2$ and $K_{MLE}(w) \geq w$. This fact, together with the numerical instability problems in the evaluation of $P_n(v)$, make the MLE unsuitable for simple low-end devices.

A simpler version of the MLE can be obtained by using the approximation suggest in [13] for the number of transmissions in each slot, which are considered as independent Poisson random variables of (unknown) mean $\mu = n/w$. Under this approximation, the conditional probability of observing $v$, given $\mu$, is easily found to be

$$\hat{P}_n(v) = \mu^s e^{-w}(e^\mu - 1 - \mu)^c.$$ (11)

Applying the MLE argument to this PDF we thus obtain

$$H_{Zan}(v) = \left\lfloor w \hat{\mu} \right\rfloor,$$ (12)

where $\hat{\mu}$ maximizes (11). To find this value we set to zero the derivative of (11) in $\mu$, which gives

$$\frac{\mu w - s}{c} = \frac{\mu (e^\mu - 1)}{e^\mu - 1 - \mu}.$$ (13)

A simple functional analysis reveals that (13) is well behaved and admits only one non-negative solution $\hat{\mu}$, which can be determined by bisection search.

In terms of computational complexity, we observe that, for $c = 0$, we immediately have $H_{Zan}(v) = s$, whereas for $c = w$ the estimate is infinite. We then have $k(v) = 1$ for all $v = \langle 0, s, w - s \rangle$ and $v = \langle w, 0, 0 \rangle$. When $c \in \{1, \ldots, w-1\}$, instead, the estimate requires the solution of (13) by a binary search method. Now, the right-hand side of (13), denoted by $R(\mu)$, is a monotonic increasing function of the only unknown $\mu$ that starts from $R(0) = 2$ and rapidly converges to the straight line $y(\mu) = \mu$ as $\mu$ grows to infinity. The left-hand side of (13), denoted by $L(\mu, v)$, is instead a simple linear function of $\mu$ with slope $w/c$ and abscissa intercept $s/c$. The solution $\hat{\mu}$ of (13) thus always falls into the interval \( \left( \frac{s}{w-c}, \frac{s+2c}{w-c} \right) \), delimited by the intersection of $L(\mu; v)$ with the lower bound $y(\mu)$ and the upper bound $y(\mu)+2$, respectively. The length of the interval is $\frac{2c}{w-c}$, so that the estimate (12) shall be searched in a set of approximately $\frac{2c}{w-c}$ integer values. A binary search method

2Since $R(\mu)$ does not depend on the parameters $w, s, c,$ and $i$, it is possible to avoid the online computation of the function and use in its place a pre-computed table of sampled values.
takes order of $k(v) = 1 + \log_2 \left( \frac{2w}{w-r} \right)$ iterations to find the solution in this interval. Adding $k(v)$ over all the possible vectors $v \in \Omega_w$, and dividing by $||\Omega_w||$, we get after some algebra

$$K_{2:n}(w) \simeq \frac{w^2 + 3w + 1 + 2 \sum_{r=1}^{w-1} \log_2 \left( \frac{2w(r-w)}{r+w} \right)}{(w+1)(w+2)}.$$  \hspace{1cm} (14)

Relaxing the sum in $r$ to an integral, it is possible to prove that (14) asymptotically grows with $w$ as quickly as $\log_2(w)$, so that the complexity of (12) is comparable with that of (6), (8), and (4).

V. PERFORMANCE ANALYSIS

To characterize the performance of a CE, we consider the random variable $z = \mathcal{H}(V)$ obtained by applying the estimate function $\mathcal{H}(. )$ to the random vector $V$.

The normalized estimate error is defined as

$$\varepsilon(V) = \frac{z - n}{n} = \frac{\mathcal{H}(V) - n}{n},$$  \hspace{1cm} (15)

and its conditional mean and power, given $n$, are respectively denoted by $m_c(n, w) = E[\varepsilon(V)|n, w]$ and $M_c(n, w) = E[\varepsilon(V)^2|n, w]$, where the expectation is taken with respect to PMD (2). Note that $M_c(n, w)$ corresponds to the normalized mean square error (MSE) of the estimate.

The conditional PMD of $z$, given the actual $n$, can be obtained as

$$P_n(m) = \Pr[z = m|n] = \sum_{v \in \Omega_m} P_n(v)$$

where $\Omega_m = \{v : \mathcal{H}(v) = m\}$ is the subset of observations that give estimate $m$. With respect to $P_n(m)$, we define the uncertainty interval

$$U_r(n) = [m_{r-c}(n), m_{r+c}(n)]$$  \hspace{1cm} (16)

where

$$m_{r}(n) = \arg \min_m \left\{ \sum_{h=0}^{m} P_n(h) \leq k \right\}.$$  \hspace{1cm} (17)

For a given $n$, the uncertainty interval $U_r(n)$ identifies the range of values where the estimate falls with probability $r$: the tighter the interval around $n$, the more reliable the estimate.

Unless otherwise stated, the results presented in the following of this section have been obtained by setting the frame length $w = 128$, as typical in the related literature. In any case, the results remain qualitatively the same for different values of $w$, though the absolute values of the performance indexes clearly scale with $w$.

Fig. 1 shows the normalized mean estimate error $m_c(n, w)$ as a function of $n$. The graph is plotted in logarithmic scale in order to emphasize the results for low-medium values of $n$. We see that the estimate error of most CEs is non-zero even for small values of $n$. As expected, the simplest methods, $\mathcal{H}_{\text{Vog1}}, \mathcal{H}_{\text{Sch}},$ are very good for small values of $n$, but their performance quickly drops as $n$ grows. Conversely, methods $\mathcal{H}_{\text{KNI}}, \mathcal{H}_{\text{MLE}}$, and $\mathcal{H}_{\text{Zan}}$ exhibit quite large normalized estimate error for small values of $n$, whereas their performance improves for medium to large values of $n$. The normalized estimate error of $\mathcal{H}_{\text{Vog2}}, \mathcal{H}_{\text{Kha}},$ and $\mathcal{H}_{\text{NN}}$ oscillates approximately between $\pm 4\%$ for small values of $n$. The error becomes negligible in the medium-value region, when $n \approx w$, and increases again for larger values of $n$. Finally, $\mathcal{H}_{\text{MLE}}$ and $\mathcal{H}_{\text{Zan}}$ achieve the minimal mean normalized estimate error over the entire range of values of $n$.

Fig. 2 reports the normalized mean square estimate error for the different CEs when varying the collision set size $n$. We observe that, once again, $\mathcal{H}_{\text{MLE}}$ and $\mathcal{H}_{\text{Zan}}$ outperform the other estimate algorithms, in particular for small to medium values of $n$. The mean square estimate error is related to the statistical reliability of the estimate. To better appreciate this aspect, we report in Fig. 3 the uncertainty interval $U(n)$ for $\mathcal{H}_{\text{Vog2}}, \mathcal{H}_{\text{Kha}}, \mathcal{H}_{\text{KNI}}, \mathcal{H}_{\text{MLE}},$ and $\mathcal{H}_{\text{Zan}}$. From Fig. 3, we see that $\mathcal{H}_{\text{MLE}}$ and $\mathcal{H}_{\text{Zan}}$ achieve the smallest uncertainty interval for small-medium values of $n$, though the performance gain vanishes for larger $n$. This property is particularly valuable when the CE is plugged into a frame-adaptation scheme that works on successive rounds, since the lower the mean square estimate error is, the tighter the uncertainty interval around the estimate.

\footnote{To have meaningful results, we replaced the infinite estimate returned by each CE with the maximal finite estimate provided by the same CE, augmented by 2-39.}
error the fastest the convergence of the estimate to the actual value of the collision set size and, consequently, the more effective the frame-adaptation strategy. It is thus reasonable to expect that the performance gaps among the different CEs observed after one single frame will be magnified by any refinement strategies in successive frames.

Finally, in Fig. 4 we report the empirical computational complexity $K(w)$ of the best-performing CEs, when varying the frame length $w$. The dashed curve represents the theoretical computational complexity of $H_{2,n}$, as given by (14). We can see that all the considered CEs have similar complexity, requiring a mean number of iterations that grows logarithmically with $w$. The computational complexity of $H_{MLE}$, instead, is at least linear with $w$ and has not been reported in the figure.

VI. CONCLUSIONS

In this paper, we proposed a novel method to estimate the number of transmitting nodes in a collision-prone FSA system. The estimate is obtained by applying the maximum likelihood argument to a Poisson approximation of the probability distribution of the number of successful, collided and idle slots in one frame. The estimate achieves the minimum mean error and mean square error over all the other methods with similar complexity in the literature, basically reaching the same performance as the exact MLE that, however, has much larger computational complexity. Conversely, the mean computational complexity of the proposed method is logarithmic in the frame length $w$ and, hence, suitable for low-end devices.
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