
Future Trends in Zero-Power Systems 

2012 Summer School of Information 
Engineering - Bressanone 

M. Tartagni 
University of Bologna -  Italy 

University*of*Padova,**
Dept.*of*Information*Engineering*

*
2012*Summer*School*of*Information*Engineering,*

*

Green*Technologies**
enabling*Energy*Saving*

*

*
*

*
*

Bressanone*(BZ),*Italy**
July*16*–*20,*2012*

!
the!co'Directors*
prof.*Silvano*Pupolin,*pupolin@dei.unipd.it**
prof.*Gaudenzio*Meneghesso,*gauss@dei.unipd.it**
* *



 
2012 Summer School on Information Engineering 2 

 
M. Tartagni 

Focus on: 

•  General overview 

•  Zero power system: a standalone intelligent machine 
implementing micro- and nano-power harvesting 
techniques 

•  Integrated implementation 
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Overview of the talk 

•  Zero-power systems, when, where and why 
•  Definitions and challenges 
•  Energy consumption & storage 
•  Energy conversion & management 
•  Energy harvesting 

–  Harvesting from vibrations 
–  Harvesting from temperature 
–  Harvesting from radio-frequency  

•  Summary & conclusions 
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Environmental Energy as an Exploitable Source 

•  The environment is a source of available energy in many different 
forms 

•  Man pursued its exploitation since centuries 

•  …then came 
electricity 

water wheels sails 

windmills 

dinamo 

wind turbines 

electrochemical 
cells 
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Where Energy? 
•  Environment as a source of highly-available 

low-density energy 
–  Mechanical 
–  Thermal 
–  Electromagnetic 
–  Solar 
–  etc. 

•  Promising sources the 
research at Ing2 is focusing on 
–  Vibrations 
–  Electromagnetic radiation 

 

thermal gradients solar radiation 

mechanical vibrations 

em radiation 
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Why Energy? 

•  Growing integration of 
electronics into human lives 
and environments 
–  Paradigm of pervasivity 

•  Micro-/Nano-electronics 
allow for ultra-low power 
designs 

•  Sustainability and 
energy autonomy 
–  Longer-lifes 
–  Bulky batteries 
–  Unprecedented applications 
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Why energy harvesting now? 

K. Pister, B. Boser et al, University of California Berkeley, 1998  

From concepts 
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Why energy harvesting now? 

K. Pister, B. Boser et al, University of 
California Berkeley, 1998  

To research… 
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Thank you

G Chen, et al, University of Michigan, 2012  



 
2012 Summer School on Information Engineering 10 

 
M. Tartagni 

Why energy harvesting now? 

To products 
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What About the Future Standards?  

Ocean has one project with 10,000 wireless, battery-less sensors installed 
on a single building site. The MGM Center in Las Vegas has about 70,000 
ZigBee radios installed but they are not solely reliant on energy harvesting. 

EnOcean Alliance with about 150 companies 
involved with interoperable devices, mainly for 
use in buildings, and well over 500,000 of them 
installed. 

ZigBee is already the leading standard for parts 
of the smart grid and the in-building wireless 
network market, and it already has the 
International Electrotechnical Commission (IEC) 
seal of approval. Almost all ZigBee applications 
rely on batteries. This is why the ZigBee 
Alliance will amend its standard to work with 
more energy-harvesting devices, possibly 
battery free ones if they can crack the technical 
problems. 
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Huge market applications… 
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Everyday applications… 

Interactive Telecommunications Program student Ohad Folman has created Pluggage 
as his final project - an item of carry-on luggage that harvests kinetic energy and solar 
power to charge small electrical devices. 
  
The Pluggage has a built-in battery/inverter and a solar panel, enabling it to power up 
mobile devices each time the bag is rolled or exposed to direct sunlight. The kinetic 
energy from the rolling wheels at the base is converted via a generator/turbine into 
electrical energy.  
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Applications for sustainable development 

GreenPix is a groundbreaking project where 
sustainable and digital media technology is 
applied to the curtain wall of Xicui entertainment 
complex in Beijing, near the site of the 2008 
Olympic Games. Featuring one of the largest 
color LED displays worldwide and the first 
photovoltaic system integrated into a glass 
curtain wall in China, the building performs as a 
self-sufficient organic system, harvesting solar 
energy by day and using it to illuminate the 
screen after dark, mirroring a day's climatic 
cycle. 
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Weird applications… 

To capture energy from the raindrops the 
scientists used a 25 micrometer thick 
PVDF (polyvinylidene fluoride) polymer, a 
piezoelectric material that converts 
mechanical energy into electrical energy. 

Source: CEA/Leti 
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Fun applications… 

Club Surya in London is one of a new generation of "eco-clubs" which encourages its 
patrons to work towards climate change. The club's main feature is the piezoelectric 
dance floor. 
  
The dance floor uses piezoelectricity where crystal and ceramics create a charge to 
generate electricity. The nightclub has a "bouncing" floor made of springs and a series 
of power generating blocks which produce a small electrical current when squashed. 
As dancers move the floor up and down to squeeze the blocks, the current is fed into 
nearby batteries which are constantly recharged by the movement of the floor. The 
electricity created in this way is used to power parts of the nightclub such as the sound 
and lighting. 
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Transport applications… 
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Very odd applications… 

Defence Advanced Research Projects Agency (DARPA) is conducting a Hybrid 
Insect MEMS (HI-MEMS) program which is aimed at developing technology that 
provides more control over insect locomotion. This is done by developing tightly 
coupled machine-insect interfaces by placing micro-mechanical systems inside the 
insects during the early stages of metamorphosis. 
  

Insect Cyborgs 
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Overview of the talk 

•  Zero-power systems, when, where and why 
•  Definitions and challenges 
•  Energy consumption & storage 
•  Energy conversion & management 
•  Energy harvesting 

–  Harvesting from vibrations 
–  Harvesting from light 
–  Harvesting from temperature 
–  Harvesting from radio-frequency  

•  Summary & conclusions 
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Zero-Power Systems: Definition 
From Roundy (2003): 
•  Systems designed to operate and/

or communicate in known/
unknown environments over their 
all lifetime 

•  Target for harvesters: < 100uW/
cm3 on average, indefinitely 

 
Nowadays target could be lowered to: 

•   ~1uW/mm3 

 
 

< 100uW 

< 1cm3 

Ambient energy 

Right: piezo-harvester 70uW@1g, 
26Hz in 0.3cm3 (U.Mich) 
 
Aktakka, … Najafi et al. A Self-
Supplied Inertial Piezoelectric Energy 
Harvester with Power-Management IC, 
ISSC, 2011 
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State-of-art zero-power systems (1) 

77

7

7

1.5 mm3 Intraocular Pressure Monitor
 Continuous IOP monitoring
 Wireless communication
 Energy-autonomy
 Device components

 Solar cell
 Wireless transceiver
 Cap to digital converter
 Processor and memory
 Power delivery
 Thin-film Li battery
 MEMS capacitive sensor
 Biocompatible housing
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17.6 A Cubic-Millimeter Energy-Autonomous Wireless 
Intraocular Pressure Monitor

Gregory Chen, Hassan Ghaed, Razi-ul Haque, Michael Wieckowski,
Yejoong Kim, Gyouho Kim, David Fick, Daeyeon Kim, Mingoo Seok,
Kensall Wise, David Blaauw, Dennis Sylvester

University of Michigan, Ann Arbor, MI

Glaucoma is the leading cause of blindness, affecting 67 million people world-
wide [1]. The disease damages the optic nerve due to elevated intraocular pres-
sure (IOP) and can cause complete vision loss if untreated. IOP is commonly
assessed using a single tonometric measurement, which provides a limited view
since IOP fluctuates with circadian rhythms and physical activity. Continuous
measurement can be achieved with an implanted monitor to improve treatment
regiments, assess patient compliance to medication schedules, and prevent
unnecessary vision loss. The most suitable implantation location is the anterior
chamber of the eye, which is surgically accessible and out of the field of vision.
The desired IOP monitor (IOPM) volume is limited to 1.5mm3 (0.5×1.5×2mm3)
by the size of a self-healing incision, curvature of the cornea, and dilation of the
pupil. Previously, a 5.4mm3 (6×3×0.3mm3) sensor was demonstrated with a
27mm antenna [2]. The antenna size allows the sensor to be recharged wireless-
ly but may complicate implantation procedures [3].

The aggressive IOPM size constraint creates major challenges for achieving
high-resolution capacitance measurements, wireless communication, and multi-
year device lifetime. Little energy can be stored on the tiny microsystem, calling
for ultra-low power operation and energy harvesting. The required millimeter
antennas or inductors result in lower received power and higher transmission
frequency, both increasing microsystem power. We present a cubic-millimeter
IOPM with energy-autonomous operation and wireless communication. The
IOPM targets implantation with a minimally invasive procedure through a tiny
incision that is routinely used for outpatient cataract surgery. Glass haptics are
designed to anchor the IOPM using the natural elasticity of the iris, preventing
tissue damage and allowing for simple removal. The IOPM harvests solar ener-
gy that enters the eye through the transparent cornea to achieve energy-auton-
omy. The microsystem contains an integrated solar cell, thin-film Li battery,
MEMS capacitive sensor, and integrated circuits vertically assembled in a bio-
compatible glass housing (Fig. 17.6.1). The circuits include a wireless transceiv-
er, capacitance to digital converter (CDC), DC-DC switched capacitor network
(SCN), microcontroller (µP), and memory fabricated in 0.18µm CMOS.

The IOPM measures IOP every 15 minutes using a MEMS capacitive pressure
sensor connected to a 7µW 3.6V CDC with through-glass interconnects (Fig.
17.6.2) [4]. The measurement interval represents continuous monitoring, does
not need to be exact for medical diagnosis [3], and is controlled by a slow timer
in the wakeup controller (WUC) [5]. The CDC generates an IOP-dependent cur-
rent by dropping VDD/2-VTH (VREF) across an impedance generated by switching
the MEMS pressure sensor (CMEMS) at 50kHz.  Simultaneously, a larger fixed
current is generated in the same manner with the same clock and fixed capaci-
tors (C1, C2). Two capacitors with out-of-phase clocks are used to generate a
more constant current source. This fixed current is mirrored and compared to
the IOP-dependent current using ∆Σ modulation to digitize IOP. The IOP-
dependent current is integrated by discharging capacitor CINT. The voltage on
CINT (VINT) is compared to VREF with a clocked comparator. When VINT drops
below VREF, the fixed current is also integrated onto CINT, increasing VINT. The
CDC achieves a pressure resolution of 0.5mmHg, which exceeds the 1mmHg
resolution of typical tonometric measurements, using a decimation filter that
counts the output bitstream over 10k cycles (Fig. 17.6.3). Since the CDC meas-
ures the ratio of two currents, it has low sensitivity to VDD, clock, and tempera-
ture variations. After the CDC measurement, IOP data are logged into the 4kb
SRAM using the 90nW 0.4V 8b µP. The microsystem can store 3 days of raw IOP
data. The µP can also perform DSP or compression on the IOP data to extend
storage capacity to over 1 week.

The user downloads IOP data using an external device (ED), placed near the eye.
The microsystem is designed to respond to a wireless query by coupling RF
energy from the ED onto an LC tank, rectifying the AC signal, and generating a

digital wakeup signal (U0, U1) with a variable offset comparator (Fig. 17.6.4).
IOPM data are transmitted with an oscillator that acts as both a carrier genera-
tor and power amplifier (Fig. 17.6.4). The IOPM uses a dual-resonator tank to
generate an FSK-modulated signal with two tones at 570MHz (f0) and 690MHz
(f1). The large tone separation enables higher transmission distance by relaxing
phase noise constraints. To transmit a zero, LC1 is shorted by asserting D1 and
the oscillator runs at f0 for 0.1µs using LC0. A one is sent by oscillating at f1 with
LC1. The signal is transmitted through the anterior chamber, 0.5mm cornea, and
air [3]. The measured transmitter BER is 10-6 through 5mm of saline and 10cm
of air (Fig. 17.6.5). This medium models the attenuation from aqueous humor in
the eye and the distance from the eye to ED. The 4.7nJ/b 3.6V transmitter
achieves a 4× improvement in energy efficiency over comparable work in high-
ly-integrated biomedical implants [2][6]. The battery’s peak current is 35 to
40µW, which cannot directly support wireless transmission. To prevent cata-
strophic VDD droop, 1.6nF of integrated capacitance acts as a local power sup-
ply. The isolated VDD drops by 0.5V when the radio transmits one bit every 131µs
and is recharged between transmissions. 

The desired IOPM lifetime is years to converge on a suitable glaucoma treat-
ment. However, the anterior chamber volume limits lifetime by constraining the
size and capacity of the microsystem’s power sources [7]. The IOPM uses a cus-
tom 1µAh thin-film Li battery from Cymbet. The lifetime is 28 days with no ener-
gy harvesting. To extend lifetime, the IOPM harvests light energy entering the
eye with an integrated 0.07mm2 solar cell and recharges the battery. Given the
ultra-small solar cell size, energy autonomy requires average power consump-
tion of <10nW. Processor power is reduced using subthreshold operation and
delivered using an SCN with 75% efficiency (Fig. 17.6.6). The SCN uses reduced
swing clocks and level converters (LCs). While IOP measurements and wireless
transmissions require µWs and mWs of power, these events are short and infre-
quent. When CDC and radio circuits are idle, their power consumption drops to
172.8pW and 3.3nW, respectively. For the majority of its lifetime the IOPM is in
a 3.65nW standby mode where mixed-signal circuits are disabled, digital logic is
power-gated, and 2.4fW/bitcell SRAM retains IOP instructions and data [5]. The
average system power with pressure measurements every 15 minutes and daily
wireless data transmissions, is 5.3nW. When sunny, the solar cells supply
80.6nW to the battery. The combination of energy harvesting and low-power
operation allows the IOPM to achieve zero-net energy operation in low light. The
IOPM requires 10 hours of indoor lighting or 1.5 hours of sunlight per day to
achieve energy-autonomy.

Acknowledgments:
We gratefully acknowledge Cymbet Corporation for supplying a custom-size bat-
tery for this application.  
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Power Sources

 0.07 mm2 solar cell
 0.18 μm CMOS
 5% solar efficiency
 Removed nitride and silicide

 Cymbet thin-film Li battery
 1 mm2 custom size
 1μAh capacity
 40μW peak power

PSUB

p+n+n+

DNW

PW
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Dimensions 1.5mm3 

Average power consumption 10nW 

Buffer battery 1uA/h  
by Cymbet® 

Lifetime no harvesting 28 days 

Power needed for 15 S/day and 
1 transmission/day 5.3nW 

Power supplied by embedded 
solar cell 80nW 

Recharging time 10h/indoor 
1.5h/sunlight 

22

2

2

Glaucoma
 High intraocular pressure (IOP)
 Causes optic nerve damage
 Affects 1/100 people globally
 #1 cause of irreversible blindness

 Treatment
 Eye drops or oral medication
 Surgery
 Discrete IOP measurements

 Challenges
 Infrequent pressure recordings
 Eye pressure fluctuates
 Slow assessment of treatments

Henry Gray,
Anatomy 

of the Human Body,
1918.

High 
Intraocular 
Pressure

Optic 
Nerve

Anterior 
Chamber
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State-of-art zero-power systems (2) 

Dimensions 1mm3 

Average power consumption 185pW/40uW 

Buffer battery 600nA/h  
by Cymbet® 

Embedded sensors temperature/
96x96 imager 

Energy per imager frame 680nJ/frame 

Optical transmission 
consumption  

x20,000 lower 
that RF state-art 

Lifetime sleep mode 2.3 days 
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23.2 A Modular 1mm3 Die-Stacked Sensing Platform with 
Optical Communication and Multi-Modal Energy 
Harvesting

Yoonmyung Lee, Gyouho Kim, Suyoung Bang, Yejoong Kim, Inhee Lee,
Prabal Dutta, Dennis Sylvester, David Blaauw

University of Michigan, Ann Arbor, MI

Wireless sensor nodes have many compelling applications such as smart build-
ings, medical implants, and surveillance systems. However, existing devices are
bulky, measuring >1cm3, and they are hampered by short lifetimes and fail to
realize the “smart dust” vision of [1]. Smart dust requires a mm3-scale, wireless
sensor node with perpetual energy harvesting. Recently two application-specif-
ic implantable microsystems [2][3] demonstrated the potential of a mm3-scale
system in medical applications. However, [3] is not programmable and [2] lacks
a method for re-programming or re-synchronizing once encapsulated. Other
practical issues remain unaddressed, such as a means to protect the battery
during the time period between system assembly and deployment and the need
for flexible design to enable use in multiple application domains. To this end, we
propose a 1.0mm3 general-purpose heterogeneous sensor node platform with a
stackable multi-layer structure that includes a new, ultra-low power I2C (Inter-
Integrated Circuit) interface for inter-layer communication. The system has an
ultra-low-power optical wakeup receiver and GOC (Global Optical
Communication), which enables re-programming and synchronization. It also
includes an ultra-low power PMU (Power Management Unit) with BOD (Brown-
Out Detector) to prevent processor malfunctions and battery damage. The BOD
also controls a POR (Power-On Reset) module in other layers to enable a prop-
er reset sequence. Image and temperature sensors are implemented, but the
modularity of the system allows end-users to easily replace or add layers to
incorporate specific circuits in appropriate technologies as needed.

Figure 23.2.1 shows the system block diagram and stack structure where four
IC layers and one thin-film Li battery layer are wire-bonded on one side. Each
layer measures less than 2.21×1.1mm2, and the height of the entire system is
0.4mm, resulting in a 1.0 mm3 system. Power consumption ranges from 11nW
in sleep mode up to ~40µW in active mode. A flexible PMU allows harvesting for
perpetual operation from various energy sources. Two ARM Cortex-M0 proces-
sors are located in separate layers: 1) The DSP CPU efficiently handles data from
the imager (or other sensors) and is built in 65nm CMOS (Layer 3) with a large
16kB non-retentive SRAM (NRSRAM). 2) The CTRL CPU manages the system
using an always-on 3kB retentive SRAM (RSRAM), which maintains the stored
operating programs, and is built in low-leakage 180nm CMOS (Layer 4). Solar
cells for energy harvesting and a low-power imager are placed in the top layer
(Layer 1) for light exposure. A gate-leakage-based timer [4] and temperature
sensor are also implemented in Layer 1, fabricated in 130nm CMOS for gate-
leakage current optimization and timer accuracy. Time tracking with temperature
compensation provides a timing reference to synchronize radios that will be
attached to this modular platform in future work. 

All layers communicate via a modified I2C protocol, which requires only two bidi-
rectional wires: clock (SCL) and data (SDA). I2C is chosen due to the pad count
limitation in the 1mm3 form factor, and for easy expansion of the platform to any
I2C-compatible devices. However, conventional I2C relies on pull-up resistors,
which consume mWs when wires are pulled down. We therefore propose an
ultra-low power, time-divided pull-up/pull-down scheme that is compatible with
standard I2C (Fig. 23.2.2). I2C requires SDA to be changed when SCL is high.
Therefore, we divide the SCL-low cycle into five sub-cycles where any attached
layer can pull up SDA in the second sub-cycle and pull down in the fourth. This
gives higher priority to a layer pulling down just as in standard I2C, without a
large pull-down current. A standard I2C unit can be attached to the system at the
cost of occasional short-circuit current for one SDA sub-cycle when a low power
I2C unit pulls up the SDA and a standard I2C unit pulls down. The energy con-
sumption was measured to be 88pJ/bit whereas typical commercial I2C unit con-
sumes >3nJ/bit.

The PMU (Fig. 23.2.3) provides two supply voltages (0.6V and 1.2V) from the
3.2 – 4.1V battery through a switched capacitor network (SCN), automatically
configured to either a 6× or 5× conversion ratio. The PMU achieves 61.2% and
62.4% down-conversion efficiency during active and sleep mode, respectively. A

242pW BOD uses a continuous comparator, followed by a clocked comparator
with a 200mHz leakage-based oscillator to reduce power. When the battery volt-
age falls below 3.1V, the BOD turns off all supplies and enters a 185pW Deep
Sleep mode in which only the solar cell is monitored. When sufficient light is
detected the system enters Recovery mode, enabling energy harvesting. After
the battery has reached a sufficient voltage (>3.4V), the system returns to its
normal operational state. A harvesting-SCN (h-SCN) up-converts the energy
source by 2× or 3×, which is then connected to either the 0.6V or 1.2V terminals
of the battery-SCN (b-SCN). This reconfigurability enables approximate maxi-
mum power point tracking for a range of energy sources. Every 6.2s, the h-SCN
is disconnected from b-SCN for 0.9s to determine the open-circuit voltage of the
energy source. A programmable fraction of the h-SCN outputs is compared to
the 1.2V and 0.6V terminals of b-SCN to automatically find the optimal configu-
ration. By tailoring the fraction to the energy source impedance, we have demon-
strated harvesting within the system from Layer 1’s 0.54mm2 solar cell, as well
as an external 125mm2 TEG, and an ocean microbial fuel cell. Harvested power
delivered to the battery from the solar cell is shown in Fig. 23.2.3.

GOC serves three critical purposes that enhance the usability of the sensing plat-
form: initial programming after system assembly, re-synchronization during use,
and re-programming out of Deep Sleep mode or when the program has become
corrupted. At 228pW standby power, it is ~20,000× lower power than typical RF
wakeup radios (4.4µW in [5]), which rely on an uncorrupted software stack,
defeating the purpose of re-programming. The GOC module consists of a main
controller and three majority-voted front-end receivers for robustness (Fig.
23.2.4). The front-end consists of a photodiode, a pull-down resistor for faster
response time, and a comparator. The tunable resistor is implemented with off-
state MOSFETs. Since the GOC is located in Layer 4, the front-end receivers are
placed between bonding pads to ensure light exposure. To prevent a false trig-
ger, a predetermined 16-bit pattern is used as a passcode. Once initiated, the
GOC operates at an 8× faster rate to enable a higher transmission rate.
Additionally, a local chip-ID/mask allows for selective batch-programming of
multiple sensor nodes. GOC is measured to be operational up to 120bps, con-
suming 72pJ/bit. A gate-leakage-based timer [4] and temperature monitor pro-
vide temperature-compensated time tracking, which is critical for synchronizing
wireless communication. The temperature sensor (Fig. 23.2.5) consumes
806nJ/pt with a standard deviation of 0.51°C. Combined with an LDO and 2T
voltage reference [6] the timer consumes 8.6nW. Also shown in Fig. 23.2.5 is a
low power, dual-supply 96×96 imager that uses psub/n+ diodes in a standard
CMOS process and consumes 680nJ/frame.

Figure 23.2.6 shows a measured operating scenario executed on the complete
sensor platform when running off the battery and powered by the PMU. The cap-
tured traces show communication among the three layers. In this trace, dies
were connected using board-level connections that were identical to the connec-
tions in the stacked system; the dies themselves were identical to those shown
in the stacked system in Fig. 23.2.1, with the exception of added observability to
aid measurement. In sleep mode, the system consumes 11nW and the solar cell
can provide up to 40nW through the PMU to charge the battery, leading to ener-
gy autonomous operation. Without harvesting, the 0.6µAh battery can support
the system in sleep mode for up to 2.3 days.
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Figure 23.2.7: Photograph of the 1mm3 stacked sensor platform and die micrograph of
each layer. The system consists of 5 layers, of which 4 layers are manufactured in 3
different CMOS technologies.
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Figure 23.2.1: 5-layer chip-stacking assembly specifications (left) and system
block diagram (right).

Figure 23.2.2: Circuit implementation of conventional and low power I2C (top)
and measured waveforms (bottom).

Figure 23.2.3: PMU state diagram and an example with battery voltage wave-
form and measured results (left). Circuit diagram of BOD (top right) and har-
vesting unit in PMU (bottom right).

Figure 23.2.5: Block and circuit diagrams for time/temperature tracking (top).
The low-power image sensor and a sample image (right).

Figure 23.2.6: Measured waveform of the I2C SCL line along with the corre-
sponding usage scenario (top). Measured standby power distribution (bottom
left) and testing setup for GOC (bottom right).

Figure 23.2.4: Circuit diagram for GOC (left) and measured waveform for pass-
code detection (top right). Simulations show that non-linear resistance in the
front-end offers a 14× sharper slope (bottom right).
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Problems 
•  Already proven: 

–  Harvesters with             
>> 100uW/cm3 

–  Systems operating        
<< 100uW/cm3 

BUT 
•  The environment 

condition is critical. 
When? On which 
conditions? 

Objectives & Challenges 
•  Focus on the energy 

instead of power domain 
–  By increasing conversion 

efficiency 
–  By using governance of 

resources 

•  Harvesting limited by two 
hard boundaries 
–  Storage capabilities of 

temporary resources 
–  Power requirements of the 

application 

The Harvesting Issue 
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Energy Generation: 
 

Energy Harvesting: Devices or systems harvesting energy from correlated or uncorrelated 
sources of energy.  
Energy Sources & Storage: Any kind of energy storage element that could be used to 
accumulate energy in excess from the harvester and provide it to the system in its place 
whenever the energy is insufficient.  

Energy Conversion and Optimization: Any energy conversion system that trades and optimizes the 
energy stored/harvested in the Energy Generation block to the Energy Consumption block.  
Energy Consumption: Data acquisition, elaboration, storage and transmission.  
 

Energy Autonomous Systems:  Functional Blocks  
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Not a Really New Concept… 

Power from typing 
US 5,911,529 1999 The ZENITH Space 

Commad, 1956 

ETA AutoQuartz 
mechanism, ‘90s 

Thermoelectric generators for 
wristwatches, C. Piguet et al. 
US 4,106,279 1978 

Source: C. Piguet 
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The Good 
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Law 

The energy per bit per computation decreases according to the technology trend 
 (Gene’s law: energy/bit ~1.6x/year) 

18 
 

(T=300K).4,5  Irreversible or many-to-one operations such as AND or ERASE require dissipation of at 
least Eb

min for each bit of information lost. In principle, reversible or one-to-one logical operations such as 
NOT can be performed without dissipation, as shown by 
Landauer. 6  The drawback of reversible or adiabatic 
computation is that system switching speed is proportional 
to the energy dissipation; hence to achieve significant 
energy savings, prohibitively low speeds may be required. 
A detailed discussion of the ultimate limits of a computer 
was proposed by Lloyd7: he suggests that the speed per 
logical operation is limited by its energy, and the amount of 
information that can be processed is limited by the number 
of degrees of freedom of the computing system.   

State of the art:  Historically, the advancements in digital 
technology have reduced the dissipated energy per 
operation by roughly one order of magnitude every five 
years. Today’s advanced CMOS technology operates at 
energies on the order of 104 - 105 kBT per binary switching 
event using MOSFET switches and von-Neumann 
architectures. 8  Several (quasi-)adiabatic circuit designs 
have been implemented. Typically, power reduction 
compared to standard CMOS lies within one order of 
magnitude. However, maximum transition frequencies lie 
in the 100MHz regime and considerably larger circuit 
footprints are required.9 The need for alternatives to charge-
based logic are being explored.10,11 

Challenges to be addressed:  It is the goal of the project to propose, demonstrate and exploit highly 
efficient computation technology, devices and software to reduce this energy by a factor of 1000 while 
safely operating one hundred times higher than the fundamental kBT ln(2) limit. Combining device and 
architecture research with the goals of maximizing energy efficiency while maintaining realistic operating 
speed, room temperature operation and cost figures of merit will enable truly useful applications.  

2.2.2  Grand scientific challenges for communications 

An essential feature of zero-power Guardian Angels autonomous systems is the ability to communicate 
wirelessly using minimal energy per information bit. The GA project aims toward a transmitted signal 
energy of only 1pJ per information bit, and signal processing energy of about cN0 J per logic operation 
where ܿ   .and N0 is the thermal noise density [100 ,10] א

                                                      
4 V.V. Zhirnov et al., Proc. IEEE, vol. 91, 2003, pp.1934 – 1937. 
5 J .D. Meindl et al., Science, vol. 293. 2001, pp. 2044 – 2049. 
6 C.H. Bennet, Int. J. Theor. Phys., vol. 21, 1982, pp. 905-940. 
7 S. Lloyd, Nature, vol. 406, 2000, pp. 1047-1054. 
8 R.W. Keyes, IBM J. Res. Develop. vol. 32, 1988, pp. 24-28, data updated by T. Theis and R. Keyes, IBM Research 2010. 
9 Y. Ye et al., IEEE J. Sol. State Circuits, vol. 36, 2001, pp. 239-248. 
10 J.J. Welser et al., J. Nanopart. Res., vol. 10, 2008,  pp. 1 - 10. 
11 G. P. Boechler et al., Appl. Phys. Lett., vol. 97, 2010, p. 103502. 
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Fig. 6:  The energy dissipation per logic
operation is approaching the fundamental limit.
On-chip communication consumes orders more
than the switch (e.g. inverter). The energy
consumption of today’s systems with von-
Neumann architecture (e.g. for a 64-bit floating
point operation) is dominated by capacitive
losses in memory interconnects. New computing
architectures such as IBM’s cognitive computing
project SyNAPS could reduce energy
consumption by orders of magnitude. 

High Density Systems Trend 
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The Bad 
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Energy Storage  
Sources Projections 

Li Ion 

PEM Fuel Cell 

•  Gene’s law does not apply to analog sensing and transmission (slower decrease) 
  
•  Energy storage density increases only ~1.5x/decade (~1.04x/year) 

•  Energy conversion efficiency has physical limits 
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Years 

E
ne

rg
y 

 

Digital bits: Gene’s 
law 1.6 x year 

Sensing bits: 
decrease < 
Gene’s law 

Energy storage 
density trend: ~1.5 
times per decade 

Energy scavenging 
density trend: 
depends on 
efficiency up to 
physical limits 

The Truth 

Transmission bit: 
energy per 
transmitted bit 

Systems partially 
autonomous 

Systems totally 
autonomous 
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Zero-power Systems Scenarios 

Scenarios Characteristics Examples 

A Sensing, elaboration and 
physical collection of data 

Data is recovered by 
physical recollection    

Smart-dust, some in-
vivo diagnostics 
systems, … 

B 

Sensing, elaboration and 
collection of data by proximity 
energization 
 

 
Data is recovered by 
providing external artificial 
burst energy 
  

Passive/Semipassive 
RFID, some in-vivo 
diagnostic systems, 
… 

C 
Sensing, Elaboration and RF 
data transmission 
 

Senses, elaborates and 
transmits data. The energy 
should be provided to the 
system lifelong 

Truly autonomous 
wireless sensor 
networks 
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An Extreme Case: RF Harvesting 

•  The harvested energy is very low 
•  Example: very distant RF sources could provide 

available energy ~10nJ/h (~3pW) 
•  Assuming no conversion losses: 

 
The main hurdle lies in the limitations of power conversion 

techniques!! 

State-art Projection/Limit State-art Projection/Limit 

Conversion ~10fJ/S ~1fJ/S 
 

1M S/h 10M S/h 
 

Elaboration ~1fJ/transition ~10zJ/transition 3k transitions/s 270M transitions/s 
 

Transceiver 
(UWB, 2m) 

~1nJ ~1pJ 10 transmissions/h 10k 
transmissions/h 
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Overview of the talk 

•  Zero-power systems, when, where and why 
•  Definitions and challenges 
•  Energy consumption & storage 
•  Energy conversion & management 
•  Energy harvesting 

–  Harvesting from vibrations 
–  Harvesting from temperature 
–  Harvesting from radio-frequency  

•  Summary & conclusions 
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Energy Consumption 
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Bandwidth and Resolution 

Energy demanded by 
various applications. The 
more precision and 
amount of data required, 
the more energy spent 
per time.  
Data are based on 5pJ/
conversion.  
 
Three directions for EAS: 
 
•  Interfaces 
•  Computing  
•  Wireless 

(Source: M. Pelgrom) 
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Computing 

Chip	
   MOPS/mW	
  
Conventional microprocessor	
   1	
  
Conventional DSP core	
   45	
  
Low-power DSP core	
   65	
  
CSEM MACGIC core 180 nm	
   100	
  
DSP + hardware accelerators	
   190	
  
Dedicated hardware (no flexibility)	
   1900	
  

Upper bond (not reachable)	
   2500	
  

Specialization reduces power   

Technologies 
•  Optimized memory access 
•  Multi-Vt 
•  Power gating 

 
Architectures: 

•  Asyncronous logic 
•  Subthreshold logic 
•  Error tolerant logic 
•  Vdd tuning 
•  Probabilistic CMOS 
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A/D Interfaces 
Power efficiency of ADCs evolution 
elaboration from: B. Murmann, "ADC 
Performance Survey 1997-2012," [Online] 

Tentative Roadmap (2008) already surpassed!! 

Source: M. Belleville 

FOM = P
2ENOB ⋅BW

P
2 ⋅BW

pJ / S[ ]

SN(D)R

100fJ/S

10fJ/S
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Energy Storage 
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Power budget challenges 
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Power Budget Challenges

Microsystem volume constraints heavily limit power 
source capabilities and load circuit power consumption

Battery Peak 
Power

AA 
Alkaline 1.5 W

4.8 mm 
Li Coin 600 µW

1 mm2

Thin-Film Li 40 µW

1 mm3

Harvester 80 nW

1 mm3 Harvester

From: G. Chen et al. ISSCC 2011  
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Energy Storage Sources & Capabilities 
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•  The plot does consider the conversion efficiency 
•  The plot does not consider mass oxidizers 
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Fuel Cells vs Primary Batteries 

Source: R, Hahn, FhG 
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Overview of the talk 

•  Zero-power systems, when, where and why 
•  Definitions and challenges 
•  Energy consumption & storage 
•  Energy conversion & management 
•  Energy harvesting 

–  Harvesting from vibrations 
–  Harvesting from temperature 
–  Harvesting from radio-frequency  

•  Summary & conclusions 
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Energy Conversion & Optimization 
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Basic concepts of power management: 
transfer between capacitors 

i(t) = C dV
dt

;  i(t) = CVδ (t)

energy drawn from reservoir = 

= Ev = V ⋅ i(t)dt
0

∞

∫ = CV 2δ (t)dt
0

∞

∫ = CV 2

energy stored into C = 1
2
CV 2

missing =  1
2
CV 2

C

V

THUS any increase of stored energy: 

 1
2
C ΔV( )2

implies an energy LOSS of: 

 1
2
C ΔV( )2
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Basic concepts of power management: 
transfer between capacitors 

CP CST

CONCLUSION: 
•  the best energy transfer 

occurs when storage 
voltage is halfway of 
source potential 

 
HOWEVER: 
•  An equal energy loss is 

always implied 

ΔVo =
Cp

Cp +Cst

Vp −Vst( ) Vst →Vst +
CpVp +CstVst
Cp +Cst

( )[ ]stpstpstpstppp
stp

st +CVCVVC+VC
C+C

C=ΔE 2C2C
2
1 222 −

( )stp
p

stp

pst
maxst,max CC

V
+C
VC

=VΔE <<≈⇒
22C stp V=Vif=ΔE 0

⇒

VP VST
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Basic concepts of power management: 
inductance usage 

•  Resonant RLC 
•  AfterT0/4 energy transfered into L 
•  If R is negligible the energy transfer process is 

lossless 

0 

Vp0 

0 T0 

T0 

time 

efficiency condition 

VP (t) =VP0 ⋅e
t
τ ⋅cos(ω0

' t)

ω0
' = 1

LC
− R
2L

⎛
⎝⎜

⎞
⎠⎟
2

T0 =
2π
ω0
'

τ = 2L
R

τ >> T0
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Conclusion on energy transfer techniques 

•  Power transfer techniques between capacitors is 
intrinsically lossy 
–  The loss could be reduced by using “adiabatic” 

techniques: 
•  constant current charge 
•  multiple steps of small values 

•  Lossless power transfer is performed by using 
an inductor with negligible resistance 



 
2012 Summer School on Information Engineering 46 

 
M. Tartagni 

Common problems in micro-harvesting techniques 

1.  Device threshold voltages in charge transfer  (i.e. rectifier: No energy 
harvested when   VST(t) < |Vpz(t)-2VT|) 

2.  Power supply voltages (thus bulk) could be lower than input voltages 
•  Remedies: 

–  zero-threshold devices (i.e. MOS depletion) 
–  threshold adjustment by charge trapping (i.e. tunneling) 
–  smart analog techniques 

 

VPZ
VST
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Analog techniques 

Fig. 2.  Schematic of conventional rectifier circuits. (a) one way rectifier with PMOS transistor and bulk regulation, (b) two way rectifier with PMOS, and (c)
two way rectifier with two switches (NMOS) and two diode connected transistors (PMOS). The necessary bulk regulations are not shown in (b) and (c).

switch (FW_S) driven by the alternating input voltage. If the
high voltage potential occurs at point  MN2 is open and MN1
closed. The current flows from  over MP2 and MN2 to .
In the other voltage case the current flows over MP1 and MN1.
Thus, every half wave is used and only one voltage drop Vt
occurs over MP1 or MP2. Four switches can not be used this
way, otherwise current back flow occurs. In [5] a realization
of 2c) with complex active diodes instead of the diodes is
given. 

5 V transistors with a threshold voltage of about 1 V are
needed to rectify an input voltage of V [6].

III.   PROPOSED RECTIFIER

The main goals of this novel rectifier are the reduction of
the voltage drop over the MOSFETs and achievement of a
high efficiency. This rectifier can be separated into two stages:
(i) the negative voltage converter and (ii) the diode part. 

A.   First stage: Negative voltage converter (CON)
The first stage of the proposed rectifier circuit is used to

convert the negative half waves of the input sinusoidal wave
into positive ones. This conversion is done with only four
standard CMOS transistors (Fig. 3). No special technology,
e.g. isolated transistors, is needed to realize this circuit. The
left side is realized with PMOS transistors and always delivers
the highest potential at Vin to node . The right side consists
of NMOS transistors and the low voltage potential is at point

. No additional dynamic bulk regulation transistors are
necessary, because this is inherently given in this circuit. Thus,
the bulk of the PMOS transistors can be directly connected to
point  and the NMOS to point . This reduces the number
of required transistors. A high voltage potential at point 1
leads to the conducting stage of MP1 and MN2. Thus current
can flow from 1 over MP1 to the output and then back to 2
over MN2. In the opposite voltage case MP2 and MN1 are
conductive.

The W/L ratio of the transistors depends on the expected
current flow and thus on the CMOS process parameters. In our
case a ratio of 700/1 is used. Smaller widths increase the on
resistance of the transistors.

In this implementation 3.3 V transistors are used. Care
must be taken not to exceed the gate-oxide breakdown voltage
or the maximum allowed source-drain voltage. Twice the
input voltage amplitude can appear between drain and source

of the transistors. This circuit has also been successfully
simulated using 5 V and high voltage (20 V) transistors [6].
Thus, this circuit can also be properly implemented using high
voltage devices if needed. 

The minimum operating voltage of this circuit is
determined by the threshold voltage of the used transistors.
But the threshold voltage only determines the input voltage,
for which the circuit works. No threshold voltage drop Vt is
seen between the input and the output of the CON. The ability
to convert nearly the entire voltage applied at the input to the
output is the main advantage of this circuit.

Fig. 7 shows the output of this circuit with an input voltage
of V. The voltage drop is less than 10 mV and the
negative half wave is now converted into a positive one. But
this circuit can not be used to charge a storage capacitor,
because the current direction is not controlled and current back
flow occurs. Due to this a second stage is necessary to realize
a useful rectifier. 

Fig. 3.  Circuit diagram of the negative voltage converter. The negative half
wave is converted into a positive one.

B.   Second stage: Diode part
The main function of the second stage is to control the

current direction. This could be in the simplest case a
conventional MOSFET connected as diode. Using this, a full
wave rectifier with only one voltage drop Vt over the transistor
results (CON_D). This circuit is comparable to the full wave
rectifier with switches (FW_S), but it is less prone to latch-ups
and uses only 7 compared to 12 transistors. 

In order to achieve very high output voltages and high
efficiencies the diode should be replaced by another element,
the active diode. This active diode works nearly as an ideal
diode, with current flowing in only one direction and nearly no
voltage drop. The main difference to an ideal diode is the
current consumption of the device. A complex realization of
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Fig. 2.  Schematic of conventional rectifier circuits. (a) one way rectifier with PMOS transistor and bulk regulation, (b) two way rectifier with PMOS, and (c)
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switch (FW_S) driven by the alternating input voltage. If the
high voltage potential occurs at point  MN2 is open and MN1
closed. The current flows from  over MP2 and MN2 to .
In the other voltage case the current flows over MP1 and MN1.
Thus, every half wave is used and only one voltage drop Vt
occurs over MP1 or MP2. Four switches can not be used this
way, otherwise current back flow occurs. In [5] a realization
of 2c) with complex active diodes instead of the diodes is
given. 

5 V transistors with a threshold voltage of about 1 V are
needed to rectify an input voltage of V [6].

III.   PROPOSED RECTIFIER

The main goals of this novel rectifier are the reduction of
the voltage drop over the MOSFETs and achievement of a
high efficiency. This rectifier can be separated into two stages:
(i) the negative voltage converter and (ii) the diode part. 

A.   First stage: Negative voltage converter (CON)
The first stage of the proposed rectifier circuit is used to

convert the negative half waves of the input sinusoidal wave
into positive ones. This conversion is done with only four
standard CMOS transistors (Fig. 3). No special technology,
e.g. isolated transistors, is needed to realize this circuit. The
left side is realized with PMOS transistors and always delivers
the highest potential at Vin to node . The right side consists
of NMOS transistors and the low voltage potential is at point

. No additional dynamic bulk regulation transistors are
necessary, because this is inherently given in this circuit. Thus,
the bulk of the PMOS transistors can be directly connected to
point  and the NMOS to point . This reduces the number
of required transistors. A high voltage potential at point 1
leads to the conducting stage of MP1 and MN2. Thus current
can flow from 1 over MP1 to the output and then back to 2
over MN2. In the opposite voltage case MP2 and MN1 are
conductive.

The W/L ratio of the transistors depends on the expected
current flow and thus on the CMOS process parameters. In our
case a ratio of 700/1 is used. Smaller widths increase the on
resistance of the transistors.

In this implementation 3.3 V transistors are used. Care
must be taken not to exceed the gate-oxide breakdown voltage
or the maximum allowed source-drain voltage. Twice the
input voltage amplitude can appear between drain and source

of the transistors. This circuit has also been successfully
simulated using 5 V and high voltage (20 V) transistors [6].
Thus, this circuit can also be properly implemented using high
voltage devices if needed. 

The minimum operating voltage of this circuit is
determined by the threshold voltage of the used transistors.
But the threshold voltage only determines the input voltage,
for which the circuit works. No threshold voltage drop Vt is
seen between the input and the output of the CON. The ability
to convert nearly the entire voltage applied at the input to the
output is the main advantage of this circuit.

Fig. 7 shows the output of this circuit with an input voltage
of V. The voltage drop is less than 10 mV and the
negative half wave is now converted into a positive one. But
this circuit can not be used to charge a storage capacitor,
because the current direction is not controlled and current back
flow occurs. Due to this a second stage is necessary to realize
a useful rectifier. 

Fig. 3.  Circuit diagram of the negative voltage converter. The negative half
wave is converted into a positive one.

B.   Second stage: Diode part
The main function of the second stage is to control the

current direction. This could be in the simplest case a
conventional MOSFET connected as diode. Using this, a full
wave rectifier with only one voltage drop Vt over the transistor
results (CON_D). This circuit is comparable to the full wave
rectifier with switches (FW_S), but it is less prone to latch-ups
and uses only 7 compared to 12 transistors. 

In order to achieve very high output voltages and high
efficiencies the diode should be replaced by another element,
the active diode. This active diode works nearly as an ideal
diode, with current flowing in only one direction and nearly no
voltage drop. The main difference to an ideal diode is the
current consumption of the device. A complex realization of
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Negative voltage converter (NVC) Dynamic bulk regulator 
an active diode is presented in [7]. A control circuit is used to
determine the conducting and non conducting time of a
MOSFET used as a switch. [5] needs two active diodes to
realize a full wave rectifier. The active diode presented in this
paper is simpler and based on a fast and low power comparator
circuit. Fig. 4 shows a schematic of the active diode. MP is the
switch which is controlled by the comparator. If the voltage at
the anode is higher compared to the cathode the output of the
comparator is 0 V and MP is on. If the cathode is higher the
output is high and MP is off. The supply voltage of the
comparator is taken from the storage capacitor . Using a
PMOS transistor as switch no additional start-up circuit is
necessary for this active diode.

Fig. 4.  Circuit diagram of the proposed active diode with comparator and
switch transistor MP. The bulk regulation transistors for MP are not shown.

The most important part of the active diode is the
comparator. A fast comparator with a low power consumption
is needed. If the comparator is too slow not all available
energy can be transferred to the capacitor and additionally
current back flow occurs after the input voltage has passed the
maximum value. A very fast comparator with a high power
consumption is also not desirable because the comparator is
supplied from the storage capacitor and thus, the overall
efficiency will be strongly decrease. Fig. 5 shows a circuit
diagram of the used comparator with the W/L ratios of the
transistors. It is simply based on a differential stage, a
common-source output amplifier and an inverter. The input
vin_DC is connected to the cathode (Fig. 4) and is also the
power supply of the comparator. vin_AC is connected to the
alternating sinusoidal input wave (anode). The input
transistors are realized with 5 V transistors, all other
transistors are 3.3 V types. An additional bulk regulation
circuit, Fig. 2a), is needed only for MP5. 

The overall current consumption is about 3.3 µA for an
input voltage of V. The operation voltage range is
between 1.6 V and 3 V. 

Fig. 5.  Schematic of the comparator circuit with differential stage, common-
source output amplifier and an inverter stage. The W/L ratios are also shown.

Fig. 6 shows the input and the output waveform of a simple
half way rectifier using the active diode (HW_AD) of Fig. 4
instead of a MOSFET diode. The input signal has an
amplitude of V with a frequency of 125 kHz. The
maximum output voltage is only about 15 mV lower
compared to the input voltage. A slight delay can be observed
of about 300 ns. This delay can be reduced by increasing the
comparator speed with the drawbacks mentioned above. 

Fig. 6.  Output wave form of the half wave rectifier with an active diode.

A conventional full wave rectifier (Fig. 2b) using four
active diodes doesn’t achieve a high efficiency because of the
current consumption of the comparators.

C.   Highly efficient full wave rectifier
The active diode used in a one way rectifier achieves very

high output voltages. But a large storage capacitor is needed to
reduce the voltage ripple, because only every second half
wave is used. Combination of the negative voltage converter
(Fig. 3) with the active diode (Fig. 4) overcomes this
drawback. Fig. 7 shows the input and output signals of these
two stages. The conversion of the negative voltage (dashed
line) as well as the high attainable output voltage (dotted line)
can clearly be seen. 

Fig. 7.  Simulation results of the input and the output wave form. An amplitude
of 2.5 V and a frequency of 125 kHz is used as input signal.

IV.   PERFORMANCE

The main aspects of rectifiers are the maximum output
voltage which can be reached and the efficiency , which is
simply the quotient of the output and the input energy over one
period (1).

The circuits have been simulated with Cadence using a
0.35 µm HV CMOS C35 process from austriamicrosystems
[6]. The voltage and efficiency values strongly depend on the
used frequency, storage capacitor and ohmic load. For these
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Problem2: input voltages could 
be higher than power supply 
one (especially during start-up 
phase) 

Problem1: reduce threshold 
voltages as much as possible 
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Common problems in micro-harvesting techniques 

2.  Low input voltages. This affects especially RF and 
thermal harvesters. 

 

•  Remedies: 
–  zero-threshold devices (i.e. MOS depletion) 
–  transformer based oscillators 
–  smart analog techniques 
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Analog techniques 

VT tuned oscillators Transformed-based oscillators 

Embedded magnetics 

J.P. Im, et al.  ISSCC 2012 
40mV startup 

105DIGEST OF TECHNICAL PAPERS  •

ISSCC 2012 / February 20, 2012 / 4:15 PM

Figure 5.7.1: Block diagram of the proposed converter and principle of 
dual-mode operation. Figure 5.7.2: Detailed schematic of the proposed boost converter.

Figure 5.7.3: Detailed circuit of the mode-change block and the MPPT- control
block.

Figure 5.7.5: Measured waveforms of the voltages during TOM and IBM 
operations.

Figure 5.7.6: Efficiency graph and performance comparison between 
state-of-the-art thermoelectric energy harvesting converters and the proposed 
converter.

Figure 5.7.4: Timing diagram of the proposed boost converter.

5

217DIGEST OF TECHNICAL PAPERS  •

ISSCC 2011 / February 22, 2011 / 1:30 PM

Figure 12.1.1: The system architecture of (a) the conventional and (b) the 
proposed startup mechanism in step-up DC-DC converter.

Figure 12.1.2: (a) The detailed block diagram of the proposed step-up 
converter. (b) Timing chart illustrating the circuit operation sequences.

Figure 12.1.3: (a) Circuit schematic of 1.6-nW voltage detector (b) Simulated
waveforms of the proposed voltage detector.

Figure 12.1.5: (a) Measured startup waveforms of the proposed step-up 
converter. (b) Measured conversion efficiency versus output current.

Figure 12.1.6: Comparison of recently published step-up converter applying
startup mechanism.

Figure 12.1.4: (a) Circuit schematic of VTH-tuned oscillator. (b) Measured
VDDMIN change under stress. (c) Measured VDDMIN change after stress.

12

P.H. Chen, et al.  ISSCC 2011 
95mV startup 

E. Macrelli, A Romani, M. 
Tartagni, to be submitted 
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Active Power Management 

Energy 
Harvesting 

Power 
Management 

Ultra-Low-Power 
Systems 

Energy 
Sources & Storage 

Two issues: 
•  intelligence should gain more energy from sources than 

what it consumes 
•  In zero-power systems two periods should be managed: 

•  startup phase (Vdd problem, etc.) 
•  operating phase 
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Overview of the talk 

•  Zero-power systems, when, where and why 
•  Definitions and challenges 
•  Energy consumption & storage 
•  Energy conversion & management 
•  Energy harvesting 

–  Harvesting from vibrations 
–  Harvesting from temperature 
–  Harvesting from radio-frequency  

•  Summary & conclusions 
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Energy Harvesting 



 
2012 Summer School on Information Engineering 53 

 
M. Tartagni 

Power and Applications 

1W 
5 hours 

50mW 
24 hours 

1mW 
10 days 

5uW 
5 years 

1uW 
5 years 

100uW 
 

Source: C. van Hoof, IMEC 

Requirements: 
•  Small, light energy sources for 
mobility 
•  Energy source exceed lifetime for 
autonomy  
• Low cost 

Primary batteries: ~1Wh/cm3 

Secondary batteries: ~0.3Wh/cm3 

 
Example:  At an average power 
consumption of 100 mW, you need more 
than 1 cm3 of lithium battery volume for 
weeks of operation. 
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Harvesting Devices 

 
 
 

Photovoltaic 

 
 
 

Vibration 

 
 
 

Thermal 

 
 
 

RF 
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Light Harvesting 

Best Research-Cell Efficiencies 



 
2012 Summer School on Information Engineering 56 

 
M. Tartagni 

Vibrational mechanics recall 

m d 2z
dt2

= −kz

m d 2z
dt2

= −kz + F(t)

m d 2z
dt2

+ c dz
dt

+ kz = F(t)

z + bω0 z +ω0
2z = 1

m
F(t)

… forced oscillator … 

m: mass 
z = a cos(ω0t+Δ) displacement 
ω0: natural frequency 

k: spring constant 
t: time 
ω0

2=k/m 

F(t)= F0 cos(ωt) applied force 
ω: resulting frequency (different from the natural one) 
z = C cos(ωt) 
C= F0/m(ω0

2-ω2) 

…adding damping force … 

the damping force is proportional to the velocity 

z(t)
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General model of conversion for vibrational 
harvester 

� 

˙ ̇ z + 2(ζm +ζ e )ω0 ˙ z + ω0
2z = − ˙ ̇ y 

z: mass internal displacement 
 

y = Y0 cos(ωt) shaking displacement 
 

ζe: electrical damping ratio [.] 
 

ζm: mechanical damping ratio [.] 
 

be= 2mω0ζe: electrical damping ratio coefficient [Kg/s] 
 

bm=2mω0ζm: mechanical damping ratio coefficient [Kg/s] 
 
 

Generated power 
Fe,m = be,m z(t)
Pe,m = be,m z(t)z(t)
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Harvested power 

P =
mζ eω0ω

2 ω
ω0

⎛
⎝⎜

⎞
⎠⎟

4

Y0
2

2ζT
ω
ω0

⎛
⎝⎜

⎞
⎠⎟

2

+ 1− ω
ω0

⎛
⎝⎜

⎞
⎠⎟

2⎡

⎣
⎢
⎢

⎤

⎦
⎥
⎥

2 P = mζ eω0
3Y0

2

4ζT
2 = mζ eA

2

4ω0ζT
per ω = ω0 

A = ω2Y0 acceleration amplitude 

at resonance 

P 

f 

CONCLUSION: 
•  Maximum of power at resonance 
•  Power is proportional to the squared 

amplitude of acceleration and mass 
•  Power optimized when electrical 

damping (where energy is harvested) 
is equal to the mechanical one 

•  For a given acceleration power is 
inversely proportional to frequency 



 
2012 Summer School on Information Engineering 59 

 
M. Tartagni 

Vibrations Harvesting 

Piezoelectric 
 
Strain in piezoelectric 
material causes a charge  
separation (voltage across 
capacitor) 

Capacitive 
 
Change in capacitance  
causes either voltage 
or charge increase. 
 

Electromagnetic 
 
Coil moves through  
magnetic field causing  
current in wire. 

Load Vs 

C Rs 
Piezoelectric generator 

Source: S. Roundy 
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Electrostatic Generators 

m z(t) 

d(t) 

y(t) 

•  Electrostatic generators 
–  are basically composed of an oscillator with an 

attached variable capacitance 
–  vibrations produce changes in electrical 

capacitance 

k 

electrode 

electrode 



 
2012 Summer School on Information Engineering 61 

 
M. Tartagni 

Electrostatic Generators 

•  Basic Principle 

•  Steps: 
–  when Cv = Cv,MAX SW1 closes [Cv gets precharged] and then opens 
–  vibrations induce change in Cv  [E = Q2/2CV] 
–  when Cv = Cv,MIN  energy is at the maximum level, SW2 closes,  charge is 

tranferred to Cstor, then SW2 opens again 

•  Energy conversion 

 

Cv variable capacitor (vibrating 
structure) 
Cpar parasitic capacitance associated 
with the vibrating structure 
Cstor storage capacitor 
need for a switching controlling circuit 
need for external Vin 

� 

ΔE =
1
2
Vin
2 Cmax − Cmin( ) Cmax + Cpar

Cmin + Cpar

⎛ 

⎝ ⎜ 
⎞ 

⎠ ⎟ 
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Electrostatic Converters - Topologies 

In-plane overlap type: 
Capacitance changes by changing overlap 

area of fingers. (Not to scale)  

In-plane gap closing type: 
Capacitance changes by changing gap 

between fingers. (Not to scale)  

Out-of-plane gap closing type: 
Capacitance changes by changing gap 

between two large plates. (Not to scale)  
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Electromagnetic Converters 

•  An electromagnetic converter 
–  is basically modelled as a mass/spring system, with a coil 

and a magnet 
–  the housing is subject to vibrations 
–  electromagnetic induction 

magnete 

m 
V 

y(t) 

z(t) 
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Example of electromagnetic harvester 

•  Mass connected to a spring and attached to a rigid housing. 
•  As the housing vibrates, the mass moves relatively to the 

housing and energy is stored in the mass/spring system. 
•  A wire coil is attached to the mass and moves through the 

field of a permanent magnet as the mass vibrates. This 
induces a voltage on the coil. 

 
•  A prototype generator following this design was built using 

discrete components: 
–  the generator was tested by giving the mass an initial 

displacement and then releasing it. 
–  The device size is 4cm*4cm*10cm. 
 

•  With RL = 10Ω, m = 0.5g, k = 174N/m 
–  natural frequency of the generator of 94Hz and peak output 

voltage of 180mV. 
 

•  A transformer is necessary to create a large enough voltage 
from the generator output to be efficiently rectified by a diode 

q  This model was simulated to generate a 
stochastic output power: 
  the best-case estimate of the average 

output power is 400µW 
  but the source is under idealized 

circumstances (no mechanical damping 
or losses)  

  this is just an estimated value. 
  The vibration magnitude was of about 

2cm at about 2Hz. 
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The Origin: Shoe Mounted PiezoElectrics, 
2001 

•  Shenck, N., and Paradiso, J.A., 
Energy Scavenging with 
Shoe-Mounted Piezoelectrics 

•  Low-frequency piezo source 
–  Mainly capacitive 
–  High-voltage, low-energy, low-duty 

cycle current pulses 
–  Linear regulator not very suitable 

L 
–  Forward-switching converter J 

(normal components) 
•  PZT dimorph: 8.4 mW w/500kW-

load at walking pace (1Hz)	


•   Vpp > 100V, Vavg = 40V 
•  Powering RFID tag system 
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Piezoelectric Effect 

•  Piezoelectric effect 
–  coupling of mechanical stress and electric field 
–  Initial polarization process (à modes) 

•  Materials 
–  PVDF (polyvinylidene), PZT (lead zirconate titanate) 
–  Bimorphs, PZN-PT (lead zync niobate, lead titanate) 

•  Modes: 

–  Directions of electric field and mechanical stress 
–  Better results with cantilever and flexion (mode 31, less 

          coupling, but more elastic!) 
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Piezoelectric energy harvesters 

•  Vibrations as an energy 
source 

–  Widely diffused in many environments 
such as transportation systems, industrial 
machinery, human motion, etc. 

•  Piezoelectric energy 
harvesters are usually 
oscillating structures 
composed of: 
–  a seismic mass 
–  a piezoelectric transducer 

•  Common structures are: 
cantilevers, simple beams, 
rings, membranes, etc. 

source: 
www.piezo.co

m 

source: www.noliac.com 
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Piezoelectricity 

before: 

after: 

direct piezoelectric effect 

E

Δl

reverse piezoelectric effect 

Note that charge extraction allows further shrink due to 
the dipole displacement: electrical-mechanical 
feedback 

cause 

effect cause 

effect 
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Piezoelectric Mass-Cantilever Systems 
•  Cantilevers are common 

structures for harvesting 
energy from vibrations 
–  usually piezoelectric bimorphs 
–  a mass cantilever system 

has a fundamental resonant 
frequency (single-degree-of-
freedom  models) 

•  A common representation is 
a generator with an 
output capacitance 

•  Rectifier circuits are the simplest 
solution for harvesting energy 
from vibrations 
–  their efficiency can be improved 

with switching circuitry and  
smart control full-wave 

rectifier 
rectifier 

voltage 
doubler 

~ 

~ 

~ 

~ 
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Equivalent electro-mechanical model 

•  Piezo equivalent electromechanical circuit model 
•  Left: P/V, Right: P 

s mechanical stress, d strain, Lm inertial mass(&speed) effects, Rm 
mechanical losses, Cm elastic energy storage 

Ip 
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Synchronous charge extraction (SCE) 

•  The synchronous charge 
extraction principle 
consists  
–  in periodically removing the 

electric charge accumulated 
on the blocking capacitor of 
the piezoelectric element 

–  and then to transfer the 
corresponding amount of 
electrical energy to the load 
or to the energy storage 
element. 

•  The extraction instants are 
triggered on the minima 
and maxima of the voltage 
V(t) or displacement u(t) 
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Parallel Synchronized Switch Interface 
(SSHI) 

•  SSHI is based on a non-linear 
processing circuit: 

–  an inductor L in series with an 
electronic switch connected in 
parallel with the piezoelectric 
element 

•  The electronic switch is briefly turned 
on when the  mechanical displacement 
reaches a maximum or a minimum. 

–  The switch is turned off after a half 
electrical period, resulting in a 
quasi-instantaneous inversion of V. 

 
•  The non-linear process induces energy 

losses 
–  Electrical losses in the resonant 

circuit 
–  Mechanical damping 
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Synchronized Switch Converter (SSC) 
•  A solution based on SCE without 

diodes and rectifiers was developed at 
Unibo 

–  A. Romani et al., “Dynamic  switching 
conversion for piezoelectric energy 
harvesting applications”, IEEE Sensors 2008 

0
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Predicted Performance 

voltage 
doubler 

full 
wave 
rect. 

diode 
bridge  
+ Sw. 

SSHI 

SSC 
VP = 5V, f = 27.1 Hz, L = 10mH, 

CST = 4.7 uF, CP = 52 nF, Vg = 0.35V 

constant input amplitude 
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Predicted Performance 

voltage 
doubler 

full 
wave 
rect. 

diode 
bridge  
+ Sw. 

SSHI 

SSC 
VST = 2.7V, f = 27.1 Hz, L = 10mH, 
CST = 33 uF, CP = 52 nF, Vg = 0.35V 

constant output bias 
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State-of-the-art Piezoelectric 
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State-of-the-art Capacitive 
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State-of-the-art Electromagnetic 
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A Comparison Between three Methods 

Source: P. D. Mitcheson, 2008 IEEE 

Piezoelectric devices give best performances over the time… 
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Integrated MEMs/CMOS Devices State-of-art 

Aktakka, … Najafi et al. A Self-Supplied Inertial Piezoelectric Energy Harvester 
with Power-Management IC, ISSC, 2011 
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Thermal Harvesting 

Differently doped semiconductors are joined by metal contacts 
and placed in a temperature gradient making a “thermopile” 
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Thermal Energy Harvester State-of-the-art 
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Main Issue: Very Low Input Voltages 

P. Chen et al. A 95mV-Startup Step-Up Converter with VTH-Tuned Oscillator by Fixed-Charge 
Programming and Capacitor Pass-On Scheme, ISSC, 2011 



 
2012 Summer School on Information Engineering 84 

 
M. Tartagni 

RF Scavenging 

•  Wide diffusion of RF communications devices 
(cell phones, wi-fi hot-spots, etc.) in 
humanized environments 
–  Electromagnetic waves transfer information and energy at dinstance 

•  The idea: to collect energy rather than information 
•  How: the RECTENNA concept 

–  Antenna + rectifying circuit 
–  Appliable to many common wireless standards(GSM-900, UMTS, 

IEEE802.11, …), easy to realize and integrate 
 Rectenna conceptual scheme 

Cp 

Cp 

2. Charge pump circuit 

1. Patch antenna 
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Towards Wearable Implementations 
q  A challenging technology conversion, which 

implies: 

o  An overview of suitable electrotextile materials 

o  A detailed investigation about antenna performances 
when bent on curved surfaces 

q  Electro-textiles: generally created by incorporating 
conductive threads into fabrics by means of weaving 
and knitting 

q  Performance during bending 
must be preserved. In our design 
at 0.9 and 2.45 Ghz it remains unchanged 

Source: A. Costanzo, UniBO 
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RF Harvesting as a support to the RFID concept? 

Active TAG Semi-Passive TAG Passive TAG 

Communication 
distance Long Moderate Short 

Incorporation of 
sensors Easy Possible Difficult 

Necessity of battery Need Need No need 

Cost High Moderate Low 

•  Active TAG: has some external components 
such as a battery and a crystal, and transmits ID 
data of the tag using the battery 

•  Passive TAG: the passive tag can communicate 
using backscatter to the base station without a 
battery by using transmitted power from a base 
station 

•  Semi-Passive TAG: has a data storage and 
could communicates to the base station using a 
backscatter method 

Umeda  et al. A 950-MHz Rectifier Circuit for Sensor Network Tags 
With 10-m Distance, JSSC, 2006 

36 IEEE JOURNAL OF SOLID-STATE CIRCUITS, VOL. 41, NO. 1, JANUARY 2006

Fig. 1. Tag system including base station and tag with wireless power
transmission.

Section II, we propose the wireless power transmission system
and estimate the required rectification efficiency to realize long-
distance communication of over 10 m. In Section III, the design
objectives of a rectifier in the RFID tag are specified and circuit
design of the proposed high-sensitivity rectifier for long-distance
wireless power transmission is described. IC fabrication is de-
scribed in Section IV. Measured performance of the rectifier IC
and measured results of wireless communication using the tag
module are shown in Section V. Section VI summarizes the rec-
tifier IC and the power transmission system with the rectifier.

II. WIRELESS POWER TRANSMISSION SYSTEM

Fig. 1 shows the proposed wireless power transmission
system between a base station and a semi-passive tag with a
secondary battery. In this system, the base station first transmits
wireless power to the tag in order to charge the secondary bat-
tery with sufficient energy for data communication. After that,
data communication, that is, downlink and uplink, is performed
in the same manner as in the case of the conventional passive
tag system.

The loss of RF power is expressed by the Friis equation as
follows [8]:

dB (1)

where the communication distance between the base station and
the tag is , frequency is , antenna gains of the base station and
the tag are and , respectively, and is the speed of light.
Assuming the RF frequency is 950 MHz, the distance is
10 m, and the antenna gain of the tag is 2 dBi, the loss
is calculated to be 50 dB. When the effective isotropic radiated
RF power of the base station is W , which is the maximum
possible output power complying with U.S. and Japanese RFID
regulations of the UHF band, the received power at the tag for
10-m distance is 40 W.

Fig. 2 shows a timing chart of the tag system between the
base station and the tag. A continuous wave (CW) from the base
station activates the tag from standby mode and the power is
transmitted from the base station to the tag during the power
transmission time of one second. Next, data transmissions from
the base station to the tag (downlink) and from the tag to the
base station (uplink) are performed in 3 ms at a data rate of
about 100 kb/s. In this period, the base station and the tag can
communicate about 100 bits of data, that is, the amount of ID
data of typical tags.

Fig. 2. Timing chart for the tag system considering the signal of base station
and tag.

TABLE II
SPECIFICATIONS OF THE TAG SYSTEM

In the power transmission period, the tag is supplied energy
of over 40 Ws within the communication distance of 10 m.
Assuming that the power consumption of the tag while trans-
mitting data is 0.1 mW, which is a typical value for RFID tags,
the energy consumed by the tag is 0.3 Ws. From the relation-
ship between the supplied energy and the energy consumed, the
rectification efficiency needs to be more than 0.75%. The speci-
fications of the wireless transmission system are summarized in
Table II.

III. CIRCUIT DESIGN

A. High-Sensitivity Rectifier Circuit

In RFID tag chips, generally there is a rectifier circuit to
generate DC power from received RF power from a base sta-
tion as shown in Fig. 1. The rectifier converts RF power to
DC power when its rectified voltage surpasses the voltage of a
secondary battery. Hence, the rectified voltage and input signal
voltage are discussed in the following. Fig. 3 shows a conven-
tional full-wave rectifier circuit composed of NMOS transis-
tors connected in series [4]. The gate and drain terminals of
the NMOS are directly connected. The relationship between an
input signal voltage and an input RF power is expressed
as follows:

(2)

where is the input admittance of the rectifier. When the input
RF signal is in its negative phase and , the
transistor turns on and the current flows from ground
to capacitor , where is threshold voltage of the NMOS
transistor. In negative phase, the terminal A has the potential of

and holds . In positive phase and ,
the transistor turns on and current flows from to .
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Fig. 1. (a) Illustration of communication links between base station (hub) and sensors in a passively powered sensor network. (b) Block diagram illustrating the
RF-DC power conversion system in a passively powered sensor.

designed in a 0.25 m CMOS technology optimized to operate
at very low received power. A receive antenna is designed in a
4-layer FR4 board to maximize power transfer in the system.
Section II provides the system overview of the far-field RF
power conversion system and describes the importance of each
of the major blocks and design issues in the system. Section III
presents the circuit level design of the far-field RF-DC power
conversion system where the different rectifier designs are
shown. Section IV provides the design and measurement de-
tails for the receive antenna. Section V describes the overall test
setup and experimental results for the full system and compares
the results to recently published designs.

II. SYSTEM OVERVIEW

When RF powered devices harvest their power from RF
wave radiation, a radiating source or base station is required to
transmit a high-intensity RF signal wirelessly through the air.
Fig. 1(a) shows how the system operates as a network where
multiple sensors receive their energy from the same power
source. The high-intensity RF signal is then picked up by a
receiving antenna on the sensor and the RF signal is converted
to a DC voltage as shown in Fig. 1(b). The DC voltage is stored
on a holding capacitor and supplies power to the integrated
circuits.

The RF to DC power conversion system is designed to op-
erate in UHF frequencies in the ISM band of 902–928 MHz. In
this frequency range, RF power is transmitted more efficiently
for longer distances and experiences lower propagational losses
than higher frequency bands (i.e., 2.4 GHz). The system is opti-
mized to operate at distances above 10 meters, with load current
below 1 A, and with the capacity to store charge for long pe-
riods of time. Given that the power density drops off at the rate
of in free space, the propagational RF signal loss through
the air at 915 MHz can be calculated to be 51.6 dB with the
Friis equation for freespace loss [19]. The maximum transmit
power allowed by the FCC in the 902–928 MHz band is 36 dBm
EIRP (30 dBm maximum transmit power with 6 dB antenna
gain) [20], thus the received power for distances greater than
10 meters is below 27 W, this translates to less than 75 mV
in a 50 matched system. The power conversion circuit must

Fig. 2. Passive RF-DC conversion circuit showing the equivalent circuit repre-
sentation for the antenna and rectifier.

be highly sensitive for long range operation, thus the threshold
voltage of the system must be greatly reduced to improve power
conversion efficiency at distances greater than 10 meters. It is
also essential to come up with design techniques at the system
level that can increase the voltage available for rectification to
further increase the power conversion efficiency.

An RF-DC power conversion system is designed to passively
amplify the voltage available for rectification by forming a
high- resonator. The main intent of the system is to max-
imize the voltage coming into the RF-DC power conversion
system so that it can provide a stable DC output voltage at
ultra-low receive power. The system, shown in Fig. 2, consists
of an antenna to pick up the power radiated by the RF waves,
an impedance matching network to ensure maximum power
transfer in the system, and a rectifier circuit to convert the RF
signal to a DC voltage. The passive amplification of voltage
is done by matching the impedances between the receive an-
tenna and the rectifier circuit. Due to the high- nature of the
voltage rectification circuit, to be shown later in Section III,
the impedance matching creates a high- resonator between
the receive antenna and the rectifier circuit. The details of each
block shown in Fig. 2 as well as system level design issues are
subsequently discussed to define specifications and limitations
of the power conversion system.

A. High- Resonator

The key method to improve the efficiency of the RF-DC
power conversion at the system level is to maximize the input
voltage to the rectifier. This is done by forming a resonator with
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Fig. 1. (a) Illustration of communication links between base station (hub) and sensors in a passively powered sensor network. (b) Block diagram illustrating the
RF-DC power conversion system in a passively powered sensor.

designed in a 0.25 m CMOS technology optimized to operate
at very low received power. A receive antenna is designed in a
4-layer FR4 board to maximize power transfer in the system.
Section II provides the system overview of the far-field RF
power conversion system and describes the importance of each
of the major blocks and design issues in the system. Section III
presents the circuit level design of the far-field RF-DC power
conversion system where the different rectifier designs are
shown. Section IV provides the design and measurement de-
tails for the receive antenna. Section V describes the overall test
setup and experimental results for the full system and compares
the results to recently published designs.

II. SYSTEM OVERVIEW

When RF powered devices harvest their power from RF
wave radiation, a radiating source or base station is required to
transmit a high-intensity RF signal wirelessly through the air.
Fig. 1(a) shows how the system operates as a network where
multiple sensors receive their energy from the same power
source. The high-intensity RF signal is then picked up by a
receiving antenna on the sensor and the RF signal is converted
to a DC voltage as shown in Fig. 1(b). The DC voltage is stored
on a holding capacitor and supplies power to the integrated
circuits.

The RF to DC power conversion system is designed to op-
erate in UHF frequencies in the ISM band of 902–928 MHz. In
this frequency range, RF power is transmitted more efficiently
for longer distances and experiences lower propagational losses
than higher frequency bands (i.e., 2.4 GHz). The system is opti-
mized to operate at distances above 10 meters, with load current
below 1 A, and with the capacity to store charge for long pe-
riods of time. Given that the power density drops off at the rate
of in free space, the propagational RF signal loss through
the air at 915 MHz can be calculated to be 51.6 dB with the
Friis equation for freespace loss [19]. The maximum transmit
power allowed by the FCC in the 902–928 MHz band is 36 dBm
EIRP (30 dBm maximum transmit power with 6 dB antenna
gain) [20], thus the received power for distances greater than
10 meters is below 27 W, this translates to less than 75 mV
in a 50 matched system. The power conversion circuit must

Fig. 2. Passive RF-DC conversion circuit showing the equivalent circuit repre-
sentation for the antenna and rectifier.

be highly sensitive for long range operation, thus the threshold
voltage of the system must be greatly reduced to improve power
conversion efficiency at distances greater than 10 meters. It is
also essential to come up with design techniques at the system
level that can increase the voltage available for rectification to
further increase the power conversion efficiency.

An RF-DC power conversion system is designed to passively
amplify the voltage available for rectification by forming a
high- resonator. The main intent of the system is to max-
imize the voltage coming into the RF-DC power conversion
system so that it can provide a stable DC output voltage at
ultra-low receive power. The system, shown in Fig. 2, consists
of an antenna to pick up the power radiated by the RF waves,
an impedance matching network to ensure maximum power
transfer in the system, and a rectifier circuit to convert the RF
signal to a DC voltage. The passive amplification of voltage
is done by matching the impedances between the receive an-
tenna and the rectifier circuit. Due to the high- nature of the
voltage rectification circuit, to be shown later in Section III,
the impedance matching creates a high- resonator between
the receive antenna and the rectifier circuit. The details of each
block shown in Fig. 2 as well as system level design issues are
subsequently discussed to define specifications and limitations
of the power conversion system.

A. High- Resonator

The key method to improve the efficiency of the RF-DC
power conversion at the system level is to maximize the input
voltage to the rectifier. This is done by forming a resonator with
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Fig. 4. Parasitic components that affect performance of the RF-DC power conversion circuit.

Fig. 5. (a) Conventional voltage doubler rectifier. (b) PMOS floating-gate rectifier.

reaches an optimal point. Adding more stages beyond the op-
timal point reduces the system and causes a reduction in the
DC output voltage. Thus, it is critical for the number of rectifier
stages to be selected through extensive circuit simulation so that
the output DC voltage is maximized while maintaining a high
system to achieve maximum power conversion efficiency.

D. Parasitic Components

A major design issue at the board level is reduction of the
unwanted parasitic components that affect system performance.
Since the system is to be designed with a high- resonator, any
additional parasitic components between the antenna and rec-
tifier will greatly diminish the performance of the power con-
version system. It is therefore critical to specify an accurate
parasitic model for simulating the effect of all parasitic com-
ponents that affect power conversion efficiency. In the design
of the RF-DC power conversion system, the traces connected
to inputs of the rectifier are most sensitive to parasitics since a
high- resonance is required at these inputs. Fig. 4 shows the
equivalent circuit model for the parasitic components that affect
the power conversion efficiency of the rectifier circuit.

These parasitic components cannot be avoided altogether, but
the value of each parasitic component can be reduced through
careful layout and package selection. The bond pad can be de-
signed to be minimum size and only consisting of the top two
metal layers to reduce bond pad capacitance to the substrate.
The package for the integrated circuit is selected so that pin par-
asitics are minimized and critical input pins are placed in loca-
tions where the length of bond wires is minimized. PCB traces

are made as short as possible and they are impedance controlled
to reduce the parasitic capacitance and inductance.

E. Receive Antenna

The antenna design is critical in the RF-DC power conversion
system since it must extract the power radiated by the RF waves.
The antenna performs best when it is impedance matched to the
rectifier circuit at the operating frequency to reduce transmis-
sion loss from PCB traces. Also, the antenna must be small in
area and must have a bandwidth large enough to cover the fre-
quency band from 902–928 MHz. More details of the specific
design employed here is given in Section IV.

III. RECTIFIER DESIGN

A study of different rectifier designs is done and the voltage
doubler rectifier configuration is chosen [25]. Fig. 5 shows
the conventional voltage doubling rectification circuit and the
proposed floating-gate rectification circuit. For the floating-gate
rectification circuit, floating-gate devices are used to create
a gate-source bias to reduce the threshold voltage loss of the
MOS transistor.

A. Conventional Voltage Doubler Rectifier

The voltage doubler rectifier structure is considered for the
design of the RF-DC power conversion system because it rec-
tifies the full-wave peak-to-peak voltage of the incoming RF
signal and it can be arranged in cascade to increase the output
voltage. The voltage doubler rectifier in Fig. 5(a) consists of a
peak rectifier formed by and and a voltage clamp formed
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Fig. 1. RF-powered sensor network. (a) Network concept. (b) Schematic node architecture.

Fig. 2. Schematic of a conventional Dickson multi-stage rectifier.

input voltage needed to turn the circuit on. Indeed, the dc output
voltage of a Dickson rectifier with pumping devices can
be expressed as in [9]:

(1)

where is the peak-to-peak voltage of the ac input signals,
is the coupling capacitor, is the parasitic capacitance at

each pumping node (not shown in Fig. 2), is the average
current drawn by the output load, is the operating frequency,
and is the transistors’ threshold voltage. According to (1),
the following condition is to be satisfied for a positive voltage
to be generated at the output:

(2)

Therefore, even with negligible output currents, a minimum
ac input voltage level must be guaranteed for proper circuit op-
eration, such level being higher for larger values. This re-
sults in an input power threshold, which characterizes the well-
known “dead zone” of voltage rectifiers.
This issue is particularly critical when a rectifier is exploited

for RF energy harvesting, since the signal levels available at
the receiver antenna are typically much smaller than customary
MOSFET threshold voltages. Indeed, far-field propagation of
radio waves entails a fast drop of the power density as the
distance from the radiating source is increased. According to
the Friis equation for free-space propagation [10], the available
power at the antenna connector is

(3)

where is the transmitter EIRP, is the receiver an-
tenna gain, is the wavelength, and is the link distance. There-
fore, the received power is reduced by a factor of 4 as the dis-
tance from the hub is doubled. This issue is even more critical

Fig. 3. Concept representation of a Dickson rectifier with compensation of the
threshold voltage.

as multi-path fading comes into play, as typical for indoor sce-
narios. In such conditions, the standard ITU propagation model
[11] estimates an even faster decrease rate which is roughly pro-
portional to , resulting in a -level power budget for re-
mote RF-powered network nodes.
The problem of rectifiers’ dead zone can be faced by recourse

to specific technology options providing the designer with low-
voltage pumping devices. For instance, Schottky diodes and
zero- transistors are exploited as rectifying components in
[2] and [6], respectively. However, the drawback with the use
of non-standard technology options is an increased production
cost. On the other hand, low- transistors are commonly
available in standard CMOS processes and can be used to the
same purpose [4], though attaining a comparatively lower per-
formance in terms of dead zone compensation.
As an alternative to technology-based approaches, smart cir-

cuit solutions can be exploited in order to compensate the rec-
tifying devices’ threshold voltage. Such compensation can be
ideally performed by supplying a static bias offset between
the gate and drain1 terminals of the transistors, as conceptually
represented in Fig. 3. This arrangement has the same effect of a
net reduction of the MOSFET threshold voltage, thus yielding
an improvement of the rectifier performance.
Several compensation techniques have been proposed

according to this general approach, which have been sum-
marized in Fig. 4. A threshold compensator is suggested in
[3] (Fig. 4(a)), relying on a proper bias voltage generator and
distributor. Nevertheless, this compensator is not passive since
a secondary battery is required. A passive mirror-like threshold
canceller is proposed in [5] (Fig. 4(b)), which however entails
the use of large capacitance and resistance values, potentially

1Here the “drain” and “source” of a transistor are identified by reference to
its conduction phase.
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each pumping node (not shown in Fig. 2), is the average
current drawn by the output load, is the operating frequency,
and is the transistors’ threshold voltage. According to (1),
the following condition is to be satisfied for a positive voltage
to be generated at the output:
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Therefore, even with negligible output currents, a minimum
ac input voltage level must be guaranteed for proper circuit op-
eration, such level being higher for larger values. This re-
sults in an input power threshold, which characterizes the well-
known “dead zone” of voltage rectifiers.
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for RF energy harvesting, since the signal levels available at
the receiver antenna are typically much smaller than customary
MOSFET threshold voltages. Indeed, far-field propagation of
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distance from the radiating source is increased. According to
the Friis equation for free-space propagation [10], the available
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as multi-path fading comes into play, as typical for indoor sce-
narios. In such conditions, the standard ITU propagation model
[11] estimates an even faster decrease rate which is roughly pro-
portional to , resulting in a -level power budget for re-
mote RF-powered network nodes.
The problem of rectifiers’ dead zone can be faced by recourse

to specific technology options providing the designer with low-
voltage pumping devices. For instance, Schottky diodes and
zero- transistors are exploited as rectifying components in
[2] and [6], respectively. However, the drawback with the use
of non-standard technology options is an increased production
cost. On the other hand, low- transistors are commonly
available in standard CMOS processes and can be used to the
same purpose [4], though attaining a comparatively lower per-
formance in terms of dead zone compensation.
As an alternative to technology-based approaches, smart cir-

cuit solutions can be exploited in order to compensate the rec-
tifying devices’ threshold voltage. Such compensation can be
ideally performed by supplying a static bias offset between
the gate and drain1 terminals of the transistors, as conceptually
represented in Fig. 3. This arrangement has the same effect of a
net reduction of the MOSFET threshold voltage, thus yielding
an improvement of the rectifier performance.
Several compensation techniques have been proposed

according to this general approach, which have been sum-
marized in Fig. 4. A threshold compensator is suggested in
[3] (Fig. 4(a)), relying on a proper bias voltage generator and
distributor. Nevertheless, this compensator is not passive since
a secondary battery is required. A passive mirror-like threshold
canceller is proposed in [5] (Fig. 4(b)), which however entails
the use of large capacitance and resistance values, potentially
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input voltage needed to turn the circuit on. Indeed, the dc output
voltage of a Dickson rectifier with pumping devices can
be expressed as in [9]:

(1)

where is the peak-to-peak voltage of the ac input signals,
is the coupling capacitor, is the parasitic capacitance at

each pumping node (not shown in Fig. 2), is the average
current drawn by the output load, is the operating frequency,
and is the transistors’ threshold voltage. According to (1),
the following condition is to be satisfied for a positive voltage
to be generated at the output:
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Therefore, even with negligible output currents, a minimum
ac input voltage level must be guaranteed for proper circuit op-
eration, such level being higher for larger values. This re-
sults in an input power threshold, which characterizes the well-
known “dead zone” of voltage rectifiers.
This issue is particularly critical when a rectifier is exploited

for RF energy harvesting, since the signal levels available at
the receiver antenna are typically much smaller than customary
MOSFET threshold voltages. Indeed, far-field propagation of
radio waves entails a fast drop of the power density as the
distance from the radiating source is increased. According to
the Friis equation for free-space propagation [10], the available
power at the antenna connector is
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fore, the received power is reduced by a factor of 4 as the dis-
tance from the hub is doubled. This issue is even more critical
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as multi-path fading comes into play, as typical for indoor sce-
narios. In such conditions, the standard ITU propagation model
[11] estimates an even faster decrease rate which is roughly pro-
portional to , resulting in a -level power budget for re-
mote RF-powered network nodes.
The problem of rectifiers’ dead zone can be faced by recourse

to specific technology options providing the designer with low-
voltage pumping devices. For instance, Schottky diodes and
zero- transistors are exploited as rectifying components in
[2] and [6], respectively. However, the drawback with the use
of non-standard technology options is an increased production
cost. On the other hand, low- transistors are commonly
available in standard CMOS processes and can be used to the
same purpose [4], though attaining a comparatively lower per-
formance in terms of dead zone compensation.
As an alternative to technology-based approaches, smart cir-

cuit solutions can be exploited in order to compensate the rec-
tifying devices’ threshold voltage. Such compensation can be
ideally performed by supplying a static bias offset between
the gate and drain1 terminals of the transistors, as conceptually
represented in Fig. 3. This arrangement has the same effect of a
net reduction of the MOSFET threshold voltage, thus yielding
an improvement of the rectifier performance.
Several compensation techniques have been proposed

according to this general approach, which have been sum-
marized in Fig. 4. A threshold compensator is suggested in
[3] (Fig. 4(a)), relying on a proper bias voltage generator and
distributor. Nevertheless, this compensator is not passive since
a secondary battery is required. A passive mirror-like threshold
canceller is proposed in [5] (Fig. 4(b)), which however entails
the use of large capacitance and resistance values, potentially

1Here the “drain” and “source” of a transistor are identified by reference to
its conduction phase.

1986 IEEE JOURNAL OF SOLID-STATE CIRCUITS, VOL. 46, NO. 9, SEPTEMBER 2011

Fig. 1. RF-powered sensor network. (a) Network concept. (b) Schematic node architecture.

Fig. 2. Schematic of a conventional Dickson multi-stage rectifier.
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voltage of a Dickson rectifier with pumping devices can
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where is the peak-to-peak voltage of the ac input signals,
is the coupling capacitor, is the parasitic capacitance at

each pumping node (not shown in Fig. 2), is the average
current drawn by the output load, is the operating frequency,
and is the transistors’ threshold voltage. According to (1),
the following condition is to be satisfied for a positive voltage
to be generated at the output:
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Therefore, even with negligible output currents, a minimum
ac input voltage level must be guaranteed for proper circuit op-
eration, such level being higher for larger values. This re-
sults in an input power threshold, which characterizes the well-
known “dead zone” of voltage rectifiers.
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as multi-path fading comes into play, as typical for indoor sce-
narios. In such conditions, the standard ITU propagation model
[11] estimates an even faster decrease rate which is roughly pro-
portional to , resulting in a -level power budget for re-
mote RF-powered network nodes.
The problem of rectifiers’ dead zone can be faced by recourse

to specific technology options providing the designer with low-
voltage pumping devices. For instance, Schottky diodes and
zero- transistors are exploited as rectifying components in
[2] and [6], respectively. However, the drawback with the use
of non-standard technology options is an increased production
cost. On the other hand, low- transistors are commonly
available in standard CMOS processes and can be used to the
same purpose [4], though attaining a comparatively lower per-
formance in terms of dead zone compensation.
As an alternative to technology-based approaches, smart cir-

cuit solutions can be exploited in order to compensate the rec-
tifying devices’ threshold voltage. Such compensation can be
ideally performed by supplying a static bias offset between
the gate and drain1 terminals of the transistors, as conceptually
represented in Fig. 3. This arrangement has the same effect of a
net reduction of the MOSFET threshold voltage, thus yielding
an improvement of the rectifier performance.
Several compensation techniques have been proposed

according to this general approach, which have been sum-
marized in Fig. 4. A threshold compensator is suggested in
[3] (Fig. 4(a)), relying on a proper bias voltage generator and
distributor. Nevertheless, this compensator is not passive since
a secondary battery is required. A passive mirror-like threshold
canceller is proposed in [5] (Fig. 4(b)), which however entails
the use of large capacitance and resistance values, potentially

1Here the “drain” and “source” of a transistor are identified by reference to
its conduction phase.
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high loaded quality factor, , between the impedances of the re-
ceive antenna and the rectifier circuit. By doing this, it passively
amplifies the incoming RF signal. To ensure the maximum
possible power is transferred to the rectifier circuit, the receive
antenna impedance is matched to the input impedance of the
rectifier circuit [21]. Due to the fact that systems with high-
resonate with greater amplitude at the resonant frequency than
systems with low- , the high- resonator acts as a passive
voltage-amplifier to increase the peak voltage coming into
the input of the rectifier without dissipating additional power.
The passive voltage gain from the high- resonator is directly
proportional to its loaded . With an increase in the amplitude
of the voltage coming to the input of the rectifier, the output
voltage of the rectifier also increases and, therefore, increases
the overall power conversion efficiency of the system. One
drawback of the high- resonator is it can reduce the operating
bandwidth of the RF-DC power conversion system since

(1)

where is the resonant frequency in radians/second, is the
center frequency of operation, and is the bandwidth of the
system [21]. For the far-field RF-DC power conversion system
operating in the band 902–928 MHz, the maximum loaded
that can be attained without sacrificing bandwidth is 35. This
limitation on the system does not cause much concern since
on-chip components rarely have unloaded- of more than 10,
and the parasitic resistance from these components damp out the
resonator to prevent the of the system from limiting the band-
width. In the case of a series connected matched LC resonator,
the reactive components are complex conjugates of each other
and the resistive components are matched. The loaded of the
resonator is therefore

(2)

where and are the reactive components, and is the
resistive component of the LC resonator. The loaded of the
resonator is half the unloaded of the rectifier and antenna
since the resistance in the series connected matched resonator
is doubled. To achieve a high system , it is therefore desirable
to increase the reactive components of the rectifier and antenna
while reducing resistive components.

B. Impedance Matching

A matching network between the receive antenna and rec-
tifier is necessary to fine tune the impedance match between
the antenna and the rectifier to further reduce transmission loss
and increase the voltage gain [22], [23]. Coarse impedance
matching is done through circuit and antenna design but
fine impedance matching must also be done on the PCB for
more accurate matching. Fig. 3 shows the simulated effect
of impedance mismatch for a typical high- resonator. The
maximum voltage gain that can be attained is equal to the
loaded of the resonator, or half that of the unloaded rectifier

. With impedance mismatch greater than 7%, the passive
voltage gain from the resonator is reduced to below 3 regardless

Fig. 3. Effect of impedance mismatch in high- resonators.

of the resonator . With impedance mismatch greater than
15%, the high- matching network provides no voltage gain
and even yields a voltage attenuation that becomes greater with
increasing . The impedance mismatch between the antenna
and rectifier must be minimized to obtain a high voltage gain.

C. Rectifier Circuit

From the top level block diagram, the rectifier circuit is mod-
eled by an impedance with a real part and a reactive part

(Fig. 2). From the system point of view, the rectifier cir-
cuit must be designed to reduce threshold voltage loss as
much as possible to improve the efficiency of the RF-DC power
conversion system. The rectifier circuit must also be designed
so that the output voltage can be scaled by cascading multiple
rectifier stages in series. Improving the of the rectifier input
impedance is essential to increasing the power conversion ef-
ficiency of the overall system. The rectifier input impedance
should also be kept as high as possible and parasitic components
in the rectifier must be kept as low as possible to maintain a high
overall system and thus power conversion efficiency.

The number of cascaded rectifier stages in the RF-DC con-
version system also has a significant effect on the rectifier input
impedance. In a conventional voltage rectification circuit design
in CMOS technology, the rectifier impedance as seen from the
input is capacitive and resistive due to the gate capacitance and
the channel resistance of the MOS transistor [24]. In gen-
eral, cascading multiple rectifier stages in series causes capaci-
tive components to increase linearly with the number of stages
while providing parallel paths causes the resistive component
to decrease. With a large number of stages, the resistive com-
ponent from the rectifier is so low that it is dominated by other
sources of parasitic resistance (i.e., drain and source connection
resistors) and hence, the of the system is reduced due to a
linear increase in parasitic capacitance.

If there are too few rectifier stages in cascade, the output
voltage of the rectifier may not be high enough to operate the
sensor node. As the number of rectifier stages increases, the
DC output voltage increases until the number of rectifier stages
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Fig. 7. Transistor level schematic of PMOS floating-gate rectifier.

6 V and 3.0 V DC offset are injected at the programming
node to recover charge on the floating-gates.

With the floating-gate device, the threshold voltages of the
diode-tied transistors and are reduced by creating
a gate-source bias. The gates of transistors and in
Fig. 5(b) are high-impedance nodes so any charge trapped in
the floating gates can be retained for a long time. Retaining
charge in floating-gate devices is critical to the useful lifetime
for the power conversion circuit under discussion. With the
70 angstrom oxide thickness in the 0.25 m CMOS process,
the device retains charge in the floating gate in excess of 10
years for normal operation at room temperature [32]. However,
the performance of the rectifier circuit may reduce slightly as
charge is leaked from the floating gate. During fabrication, the
residual charge trapped in the floating gate may also affect the
threshold voltage of the rectifier circuit, hence the floating gate
must be programmed to account for these residual charges.
Removal of residual charge may be done initially with the F-N
tunneling method, which is a high-voltage pulse applied to a
separate control gate of the floating-gate device.

The transistor level schematic of the 36-stage floating-gate
rectifier is shown in Fig. 7. represents the input signal
extracted from the RF wave, is the input DC voltage
coming from the previous rectifier stage and is the
output DC voltage of the rectifier. The 36-stage design uses
diode-tied PMOS transistors as rectifying devices and a MOS
capacitor (MOSCAP) is used to create the gate-source bias
for each individual diode-tied transistor in the rectifier. The
MOSCAPs ( and ) are designed to operate for the most
part in the depletion region and their capacitance is a function
of the applied voltage. To create the gate-source bias, a large
sinusoidal signal is applied at the input of the rectifier and
charge is injected over time through the parasitic capacitance
of the diode-tied transistors. When the gate-source bias reaches
a potential close to , the capacitance reaches a flat point and
remains constant. The amount of charge stored in the floating
gate reaches equilibrium and the MOSCAP operates in the
inversion region, the source-gate bias voltage is, therefore, ap-
proximately the threshold voltage of the diode-tied transistors
( and ).

C. Multistage Rectifier Circuit

The individual stages of the floating-gate voltage doubler rec-
tifier circuit can be arranged in cascade to increase the output

Fig. 8. Rectifier with N gain stages in cascade.

voltage of the rectifier [16], [31], [35]. Fig. 8 shows N stages of
a voltage doubler rectifier in cascade. When the rectifier stages
are cascaded, each rectifier stage acts as a passive voltage level
shifter in addition to the voltage shift in voltage clamp and peak
rectification. The number of rectifier stages used in the design is
important since too few rectifier stages yields insufficient output
voltage and too many rectifier stages damps out the effect of the
high- resonator.

One of the important tradeoffs in the design of the voltage
doubler rectifier is the size of the transistor versus parasitic
capacitance [33], [34]. The smaller the transistor size, the less
parasitic capacitance it has, however, rectification efficiency is
lowered by the smaller transistor size since smaller transistor
can deliver less current to the load. The transistor sizes can be
reduced to a few times the minimum width to reduce parasitic
capacitance as seen from the input of the rectifier, however,
the reduction in channel width may cause a decrease in the
performance of the rectifier due to the increase in the channel
resistance of the diode-tied transistors. Two different designs
are implemented to compare the tradeoffs between a reduction
in the parasitics and the rectifier performance.

D. Rectifier Designs and Optimization

Two designs in a 0.25 m CMOS process are evaluated to
illustrate the tradeoffs in the design. The first design uses a
relatively large device size of 12 m/0.24 m (NMOS) and
the second uses 2 m/0.24 m PMOS devices. The larger de-
vice-size, NMOS floating-gate rectifier is first designed to test
the functionality of the floating-gate rectifier circuits while the
smaller device-size, PMOS rectifier is a follow-up design to im-
prove the performance of the RF power conversion circuit for
longer distance operation. The PMOS rectifier is designed with
smaller device sizes to decrease the parasitic capacitance for
each stage and consequently to increase the number of rectifier
stages. This leads to a higher output voltage and longer oper-
ating range. Also, the PMOS transistor is chosen over an NMOS
transistor to reduce the variation of threshold voltages between
the different rectifier stages due to the body effect. Fig. 9(a)

•  Use of floating gate MOS with charge 
trapped by FN tunneling 

•  Problem: should be performed by post-
processing 
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Fig. 14. Die photograph of (a) 16-stage rectifier circuit, and (b) 36-stage rectifier circuit fabricated in a 0.25 m CMOS process.

Fig. 15. Measured output DC voltage (a) as a function of the sinusoidal input, (b) as function of input power, (c) as function of distance, and (d) measured voltage
efficiency.

reduced by approximately 1 mV/stage due to the delay in the
diode response. The threshold voltage of the PMOS and NMOS
transistors are approximately 550 mV and 450 mV, respectively,
before the injection of charge. After charging the floating gate,
the effective threshold voltage for both is between 30–50 mV.
This can be seen in Fig. 15(a) as a sharp increase in the output
voltage is observed in this voltage range. Fig. 15(a) shows the
measured output DC voltage unloaded and with a 5 M load for

both rectifier designs as a function of the input sinusoidal am-
plitude. From a straight line extrapolation of the output voltage
curves, the threshold voltage for the 16-stage rectifier is 36 mV
compared to 30 mV for the 36-stage rectifier. Since the differ-
ence in threshold voltages is very small between the two rectifier
designs, the improvement in the output voltage of the 36-stage
rectifier is primarily due to the higher number of cascaded rec-
tifier stages used in the design. The performance of the rectifier
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Fig. 5. Basic implementation of the threshold self-compensation [13].

Fig. 6. Generalized self-compensation methodology. (a) Order-4 compensa-
tion. (b) Order-6 compensation.

is the number of cascaded doubler stages. This can be modest,
especially for designs with a large number of stages and/or low
nominal output voltage. In such cases, the topology shown in
Fig. 5 may prove ineffective.3
To the aim of improving the performance of this approach, in

this work we propose a generalized self-compensation method-
ology [15], which consists in further extending the length of
the compensating bridges to the purpose of increasing the gate
bias offset. The “order” of such compensation (i.e., the length of
the gate connections) is to be chosen depending on the process
threshold voltage and the required output voltage. However,
only even-order compensations are allowed because of alter-
nating node phases.
According to this generalized approach, the basic implemen-

tation in Fig. 5 can be considered as an order-2 compensation
topology. Order-4 and order-6 solutions are shown in Fig. 6 as
examples.
The bias offset provided by an order- compensa-

tion topology can be roughly estimated by assuming that in
steady-state conditions the average output voltage of the chain
3The same concept of the basic self-compensated topology [13] was later ex-

ploited for the implementation of the so called charge transfer switch (CTS)
charge pump [14]. In its simplest form (NCP-1), the new topology proposed in
[14] is essentially obtained by paralleling (node by node) the traditional Dickson
charge pump [9] and the one in Fig. 5, with the aim of generating boosted output
voltages. However, such arrangement is not beneficial for RF harvesting appli-
cations. Indeed, at very low input power levels, the diode-connected transistor
of the traditional Dickson chain would remain practically off, thus uselessly
loading the self-compensated chain.

Fig. 7. Threshold self-compensation in full-wave rectifier topologies.
(a) Order-1 compensation. (b) Order-3 compensation.

is evenly shared among the rectifying devices, provided that the
body effect is suitably circumvented. Under such assumption,
can be easily calculated as

(4)

Odd-order compensations can only be applied to full-wave
rectifier implementations, i.e., symmetrical topologies de-
livering current to the load during both the phases of the ac
input. In such rectifying chains, any intermediate voltage level
is available with either signal phases. Therefore, odd-order
compensations can be obtained by cross-coupling bridges, as
shown in Fig. 7.
As far as RF harvesting applications are concerned, compen-

sated solutions shown in Fig. 7 can be regarded as a convenient
alternative to the full-wave topology reported in [16]. Indeed, as
charge packets travel from one coupling capacitor to the next,
only one NMOS transistor is encountered instead of two com-
plementary transistors. This reduces series losses and improves
the overall efficiency.
However, full-wave topologies typically entail a lager sil-

icon area occupation. For this reason, the traditional half-wave
implementation has been chosen for this work. Moreover, a

1988 IEEE JOURNAL OF SOLID-STATE CIRCUITS, VOL. 46, NO. 9, SEPTEMBER 2011

Fig. 5. Basic implementation of the threshold self-compensation [13].

Fig. 6. Generalized self-compensation methodology. (a) Order-4 compensa-
tion. (b) Order-6 compensation.

is the number of cascaded doubler stages. This can be modest,
especially for designs with a large number of stages and/or low
nominal output voltage. In such cases, the topology shown in
Fig. 5 may prove ineffective.3
To the aim of improving the performance of this approach, in

this work we propose a generalized self-compensation method-
ology [15], which consists in further extending the length of
the compensating bridges to the purpose of increasing the gate
bias offset. The “order” of such compensation (i.e., the length of
the gate connections) is to be chosen depending on the process
threshold voltage and the required output voltage. However,
only even-order compensations are allowed because of alter-
nating node phases.
According to this generalized approach, the basic implemen-

tation in Fig. 5 can be considered as an order-2 compensation
topology. Order-4 and order-6 solutions are shown in Fig. 6 as
examples.
The bias offset provided by an order- compensa-

tion topology can be roughly estimated by assuming that in
steady-state conditions the average output voltage of the chain
3The same concept of the basic self-compensated topology [13] was later ex-

ploited for the implementation of the so called charge transfer switch (CTS)
charge pump [14]. In its simplest form (NCP-1), the new topology proposed in
[14] is essentially obtained by paralleling (node by node) the traditional Dickson
charge pump [9] and the one in Fig. 5, with the aim of generating boosted output
voltages. However, such arrangement is not beneficial for RF harvesting appli-
cations. Indeed, at very low input power levels, the diode-connected transistor
of the traditional Dickson chain would remain practically off, thus uselessly
loading the self-compensated chain.

Fig. 7. Threshold self-compensation in full-wave rectifier topologies.
(a) Order-1 compensation. (b) Order-3 compensation.

is evenly shared among the rectifying devices, provided that the
body effect is suitably circumvented. Under such assumption,
can be easily calculated as

(4)

Odd-order compensations can only be applied to full-wave
rectifier implementations, i.e., symmetrical topologies de-
livering current to the load during both the phases of the ac
input. In such rectifying chains, any intermediate voltage level
is available with either signal phases. Therefore, odd-order
compensations can be obtained by cross-coupling bridges, as
shown in Fig. 7.
As far as RF harvesting applications are concerned, compen-

sated solutions shown in Fig. 7 can be regarded as a convenient
alternative to the full-wave topology reported in [16]. Indeed, as
charge packets travel from one coupling capacitor to the next,
only one NMOS transistor is encountered instead of two com-
plementary transistors. This reduces series losses and improves
the overall efficiency.
However, full-wave topologies typically entail a lager sil-

icon area occupation. For this reason, the traditional half-wave
implementation has been chosen for this work. Moreover, a

1988 IEEE JOURNAL OF SOLID-STATE CIRCUITS, VOL. 46, NO. 9, SEPTEMBER 2011

Fig. 5. Basic implementation of the threshold self-compensation [13].

Fig. 6. Generalized self-compensation methodology. (a) Order-4 compensa-
tion. (b) Order-6 compensation.

is the number of cascaded doubler stages. This can be modest,
especially for designs with a large number of stages and/or low
nominal output voltage. In such cases, the topology shown in
Fig. 5 may prove ineffective.3
To the aim of improving the performance of this approach, in

this work we propose a generalized self-compensation method-
ology [15], which consists in further extending the length of
the compensating bridges to the purpose of increasing the gate
bias offset. The “order” of such compensation (i.e., the length of
the gate connections) is to be chosen depending on the process
threshold voltage and the required output voltage. However,
only even-order compensations are allowed because of alter-
nating node phases.
According to this generalized approach, the basic implemen-

tation in Fig. 5 can be considered as an order-2 compensation
topology. Order-4 and order-6 solutions are shown in Fig. 6 as
examples.
The bias offset provided by an order- compensa-

tion topology can be roughly estimated by assuming that in
steady-state conditions the average output voltage of the chain
3The same concept of the basic self-compensated topology [13] was later ex-

ploited for the implementation of the so called charge transfer switch (CTS)
charge pump [14]. In its simplest form (NCP-1), the new topology proposed in
[14] is essentially obtained by paralleling (node by node) the traditional Dickson
charge pump [9] and the one in Fig. 5, with the aim of generating boosted output
voltages. However, such arrangement is not beneficial for RF harvesting appli-
cations. Indeed, at very low input power levels, the diode-connected transistor
of the traditional Dickson chain would remain practically off, thus uselessly
loading the self-compensated chain.

Fig. 7. Threshold self-compensation in full-wave rectifier topologies.
(a) Order-1 compensation. (b) Order-3 compensation.

is evenly shared among the rectifying devices, provided that the
body effect is suitably circumvented. Under such assumption,
can be easily calculated as
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Odd-order compensations can only be applied to full-wave
rectifier implementations, i.e., symmetrical topologies de-
livering current to the load during both the phases of the ac
input. In such rectifying chains, any intermediate voltage level
is available with either signal phases. Therefore, odd-order
compensations can be obtained by cross-coupling bridges, as
shown in Fig. 7.
As far as RF harvesting applications are concerned, compen-

sated solutions shown in Fig. 7 can be regarded as a convenient
alternative to the full-wave topology reported in [16]. Indeed, as
charge packets travel from one coupling capacitor to the next,
only one NMOS transistor is encountered instead of two com-
plementary transistors. This reduces series losses and improves
the overall efficiency.
However, full-wave topologies typically entail a lager sil-
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Block diagram of the rectenna Order-4 compensation 

Problem: complex design issues for perfect 
optimization 
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Fig. 8. Simplified schematic of a threshold-compensated multi-stage rectifier
with single-ended input.

Fig. 9. Block diagram of the RF energy harvesting system.

single-ended source has been exploited. Therefore, the basic
schematic in Fig. 3 has been amended by grounding terminal
ACin–. The resulting topology is sketched in Fig. 8. It requires
an even number of rectifying devices, i.e., an integer number of
doubler stages.
NMOS transistors with isolated bodies were used for this

design thanks to the availability of a deep -well layer in the
adopted fabrication process. Moreover, a static connection of
the body to the source of each device was chosen in this work,
rather than exploiting auxiliary transistors for a dynamic control
of the well voltage [17]. Indeed, unlike charge pump applica-
tions, the body effect only moderately affects the rectifier per-
formance under very low pumping voltage conditions, as typical
for micro-power RF energy harvesters. More complex solutions
for the well management would fruitlessly increase the para-
sitic capacitances of the chain nodes, thus limiting the RF per-
formance. On the other hand, adopting a dynamic well biasing
strategy and/or a variable compensation order along the recti-
fying chain could prove useful for those designs which suffer
from a non-negligible body effect (e.g., when a deep -well
layer is not available or when higher nominal input power levels
are handled).

III. CIRCUIT DESIGN

A block diagram of the RF harvesting system is illustrated in
Fig. 9 along with the reference notation adopted to the purpose
of circuit analysis. The system consists of a receiving antenna to
draw the RF power radiated by the hub, an impedance matching
network to optimize the power transfer through the chain, and
a voltage rectifier to convert the RF power into dc voltage and
current to the load.

The power conversion efficiency (PCE) of the harvesting
system is herein defined as the ratio of the load dc power to the
available RF power from the antenna:

(5)

In this work, the PCE has been assumed as the reference per-
formance metric for the design of the harvesting system. When
the antenna available power is a design constrain, optimizing the
PCE results in maximizing the power delivered to a given load.
More frequently, the output voltage and current levels are spec-
ified in order to comply with the load minimum requirements.
In those cases, PCE optimization leads to a minimization of the
available power at the antenna connector, i.e., maximization of
the node distance from the hub according to (3). The latter de-
sign case will be considered in the following, as it is more per-
tinent to practical implementations.
Useful hints about system design can be gained by expressing

the harvester PCE as

(6)

where is the available power gain of the matching net-
work (always lower than 0 dB because of resistive losses),
is the power transmission coefficient at the interface between
the matching network and the rectifier, and is the rectifier in-
herent efficiency, which is defined as

(7)

Parameters and can be expressed by well-known for-
mulas [18] using the -parameter notation:

(8)

(9)

where are the scattering parameters of thematching network.
As apparent from (8), only depends on the matching net-

work and antenna impedance, whereas is only dependent on
the rectifier design parameters (for a given input power level).
Conversely, coefficient is a function of both the matching net-
work and the rectifier. Therefore, (6) teaches that the design of
the whole harvesting system cannot be split into two indepen-
dent optimizations, separately concerning the matching network
and the rectifier. System co-design is needed instead, in order to
prevent the overall PCE from being compromised by excessive
power reflection at the interface between the matching network
and the rectifier. Though holding in principle for any kind of RF
harvesting system, such guideline turns out to be particularly
useful when the proposed self-compensated rectifier is adopted.
Indeed, unlike traditional topologies, the choice of transistors’
dimensions and number of stages does not uniquely determine
a specific input impedance because an additional design param-
eter comes into play (namely, compensation voltage or the
order of the threshold compensation). Therefore, a new degree
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Fig. 13. Simulated percentage versus and for a compensation voltage of 240 mV ( , , , ,
, , ). (a) Contour plot of . (b) Contour plot of . (c) Contour plot of .

(i.e., 1.2- output current) was assumed as the nominal de-
sign target for this work, in order to allow future exploitation
of the proposed harvester in a power management system for
RF-powered network nodes. Thus, an output-constrained para-
metric analysis of was carried out according to such assump-
tion. Fig. 13(a) shows the typical dependence of on and
for a given value of . The contour plots of and are also

reported for comparison in Fig. 13(b) and (c), respectively. For
the sake of simplicity, these plots are calculated with a source
impedance of 300 // 20.2 nH ( ),
which is actually the output impedance of the matching network
at the end of the design iteration.
As apparent from Fig. 13(a), optimum values of both and
can be identified for a given value of . This behavior is

well known and consistent with previously reported analyses
[6], [19], [20]. As a matter of fact, the rectifiers’ inherent
efficiency is generally decreasing with the number of stages
, but a too low stage count would result in an excessively

high input impedance, i.e., high power reflection. Similarly, in-
creasing the transistors’ gate width favors direct conduction,
thus increasing efficiency. However, too large devices would
eventually suffer from excessive parasitic losses and reverse
(leakage) conduction.
Interestingly for the proposed compensation methodology,

the peculiar dependence of on and displayed in
Fig. 13(a) keeps qualitatively unchanged as compensation
voltage is varied. Therefore, a relative maximum for
can be found for any , as illustrated in Fig. 14. This plot re-
veals that an optimum value exists for as well, which results
in a global maximization of . Incidentally, such optimum
value is quite far from the typical threshold voltage of the

adopted technology, which is around 0.45 V.
The physical reason for the existence of an optimum value

can be found in Fig. 15, which shows the forward and reverse
dc currents of a rectifying transistor with threshold compensa-
tion. Simulated data have been normalized to the uncompen-
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Fig. 14. Optimized versus ( , , ,
, , , ).

Fig. 15. Normalized dc drain current of a threshold-compensated NMOS tran-
sistor for different values of ( , ). Simulated data
have been normalized to the uncompensated case.

sated case (i.e., ). The drain current of the device gen-

erally increases for larger values, with an exponential depen-

dence on the gate-source voltage in the subthreshold region [26].

However, the reverse conduction grows faster than the forward

one, since the forward conduction eventually turns into strong

inversion. Hence, increasing improves the transistors’ con-

ductivity, but worsens its rectifying behaviour. For this reason,

a fair trade-off is needed to achieve the best performance.

According to the parametric analysis shown in Figs. 13(a) and

14, a 17-stage rectifier topology was adopted for optimum de-
sign along with a 12- transistor width and a 240-mV com-

pensation voltage. The latter was implemented by exploiting

an order-6 compensation topology, as illustrated in Fig. 6(b).

Concerning this, it should be observed that the gates of the last

5 transistors of an order-6 self-compensated NMOS rectifier
cannot be consistently connected, since this would require dc

voltages higher than the delivered one. In general, this problem

affects the last transistors of an order- compensated

topology. This issue can be addressed in either of the following

ways:

• By replacing the last transistors of the chain with

PMOS ones. The threshold compensation of PMOS

devices requires a negative value for which can be

Fig. 16. Schematic of the rectifier’s tail end with additional dummy chain.

Fig. 17. Micrograph of the proposed RF energy harvesting system.

achieved through backward gate connections, i.e., by

connecting the PMOS gates to the previous nodes of the

chain rather than the following ones.

• By cascading an additional “dummy” chain with the sole

purpose of generating higher dc voltages to be used for

threshold compensation.

The latter solution was preferred, since it allows avoiding the

use of PMOS transistor, which obviously exhibit a poorer RF

performance compared to NMOS. The tail end of the imple-

mented rectifier is shown in Fig. 16. The last transistor of the
chain ( ) was purposely left uncompensated in order to limit

the reverse leakage current of the rectifier.
For the designed rectifier, a of 10.6% was simulated at

on a 1- load. By taking into account the avail-

able gain of the matching network, a PCE of 7.4% was cor-

respondingly estimated for the overall harvesting system.

IV. EXPERIMENTAL RESULTS

A micrograph of the proposed RF energy harvester is

shown in Fig. 17. The circuit was fabricated in a 90-nm

CMOS technology with 7 copper interconnect layers

(thick-copper option for the topmost one). The overall chip

size is 1.31 mm 1.03 mm, while the area occupation of the

compensated rectifier is 950 200 . The device was
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TABLE II
RECTIFIER’S PERFORMANCE SUMMARY AND COMPARISON WITH PRIOR ART

to the rectifier (namely ). Under such assumption, (6), (10), and
(11) can be rewritten as

(14)

(15)

(16)

Let be the maximum-PCE design and be the

solution of the proposed iterative procedure.

Maximization of implies that

(17)

According to (14), (17) lead to

(18)

(19)

On the other hand, the goal of the proposed iterative design

procedure can be formally expressed as

(20)

According to (15) and (16), (20) give

(21)

(22)

It is now apparent that systems (18)-(19) and (21)-(22) are

exactly the same. Therefore, they have the same solution, i.e.,

and . This proves the equivalence of the two

design strategies.
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Costanzo, Romani et al. (MTT2010) 
•  DC current source IRECT replaces the 

converter  
•  Optimize the average DC voltage VRECT 

and the matching network  to maximize 
the rectified power: PRECT = VRECT IRECT  
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Micro-Power Converter for RF with MPPT 

Converter to dynamically keep the rectified voltage at one half of its open-
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Micro-Power Converter for RF with MPPT 
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Harvesting Technologies Summary 

SOURCE	
   SOURCE 
CHARACTERISTICS	
  

PHYSICAL 
EFFICIENCY	
  

HARVESTED 
POWER	
  

PHOTOVOLTAIC	
  
Office	
   0.1mW/ cm2	
   10 µW/cm2	
  

10-24%	
  
Outdoor	
   100mW/ cm2	
   10mW/ cm2	
  

VIBRATION/
MOTION	
  

Human	
   0.5÷1m/s2@1÷50Hz  
1-30%	
  

4 µW/ cm2	
  

100  µW/ cm2	
  Industry	
   1÷10m/s2@5÷1kHz  

THERMAL 
ENERGY	
  

Human	
   20mW/ cm2	
   0.10%	
   25 µW/ cm2	
  

Industry	
   100 mW/ cm2	
   3%	
   1-10mW/ cm2	
  

RF	
  
GSM	
   900MHz	
   0.3-0.03 µW/ cm2	
  

50%	
   0.1 µW/ cm2	
  
1800MHz	
   0.1-0.01 µW/ cm2	
  

Source: C. van Hoof, IMEC 
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From our Research: PZT Multi-source Architecture 



 
2012 Summer School on Information Engineering 99 

 
M. Tartagni 

CMOS Generic Multi-source Architecture 

•  CMOS energy harvesting 
IC for operation with 
multiple piezoelectric 
and DC sources 

•  STMicroelectronics 
BCD6 technology with 
0.35um resolution (only 
CMOS-compatible 
devices used) 

•  The IC is able to harvest power from: 
•  Intrinsic power consumption is 1.2 uW when operating with all 6 sources 

•  Consumed energy per cycle: 226 pJ. Typical available energy per 
commutation: 0.65 uJ Electrical efficiency: 80% 
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Overview of the talk 

•  Zero-power systems, when, where and why 
•  Definitions and challenges 
•  Energy consumption & storage 
•  Energy conversion & management 
•  Energy harvesting 

–  Harvesting from vibrations 
–  Harvesting from temperature 
–  Harvesting from radio-frequency  

•  Summary & conclusions 
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Conclusions 

•  Energy efficiency of Energy Autonomous Systems requires system 
level design 

•  Power optimization can be maximized by exploiting application 
specific attributes 

•  Energy harvesting for industrial application is a new concept just 
started few years ago 

•  The energy harvesting paradigm fits perfectly in the energy 
sustainability today's vision  

•  The number of applications is increasing exponentially 


