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Introduction to IEEE 802.15.4e TSCH
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IEEE802.15.4e TSCH

* Onlyamends MAC layer of IEEE
802.15.4-2011:

" Does not modify the PHY layer

* Prime characteristics:

o TS :TimeSlotted (Synchronized), to
allow for ultra low power operation by
synchronizing nodes.

CH:Channel Hopping, to give
resilience to interference/multi-path
fading
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|IEEE802.15.4e TimeSlotted CH

TSCH: TimeSlotted (Synchronized)
o Timeis divided in time slots
o All motes are synchronized to a given slotframe

o Slotframe: group of time slots which repeats over time

o Number of time slots per slotframeistunable

RX startupRX—TX| TX frame TX—RX RX ACK
Sender
RX startup| RX frame RX—TX TX ACK
Receiver
time slot

A single slot is long enough for the transmitter
to send a maximum length packet and for the
receiver to send back an ACK

slotframe

cycle k

cycle (k+ 1)



IEEE 802.15.4e TS Channel Hopping

Frequency Translation
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Motivation
* Why Scheduling
* The key to make wireless deterministic

*Problem:
"|EEE 802.15.4e TSCH does not specify how a schedule is built

* Aim
" To develop an efficient centralized scheduling algorithm in
IEEE 802.15.4e TSCH networks.

* Approach: Graph Theory

*Goal:
* To achieve a high throughput
* To achieve a low packet loss rate



System Model and Problem Formulation



|EEE 802.15.4e TSCH Schedule

* Cells are assigned according application requirements

* Metrics
v Packets/second

v'Latency (G-E-C-A) ... and energy consumption

v'Robustness (F-D-B-A) |
(F-D-E-C-A)
(F-G-E-C-A)
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|EEE 802.15.4e TSCH Schedule

* A schedule is built according to the specific requirements of
the application

* Centralized Scheduling

* A manager node is responsible for building and maintaining the
network schedule

e Efficient for static networks

* Distributed Scheduling
* No central entity
* Each node decides autonomously
* Scalable with large network size

|IEEE 802.15.4e does not specify how a schedule is built!!!
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Network Model

We consider a centralized Approach

Topology Uncertainty

One gateway with many users
Modeled as a Network Graph G=(V,E)

Parameters Notation
Distance between two nodes dij
Total number of nodes N
Set of nodes V = {no»"p'“»nzv}i 1<k<N-1

k-th node in the network ny
Gateway ng
Communication Range R;
Number of packets transmitted U
Number of packets in the buffer Q
Frequency f
Timeslot t

Channel Capacity Ck, £t

Link between two nodes lk, £t

Effective Rate

My ¢+

Tree Topology

Mesh Topology

A B
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Problem Formulation

A. Throughput Maximization Problem

F T

maXZ Xi,f,t My gt (1)

k=1f=1t=1

s.t

F T
ZZXk,f,t >1, vk € {1,..,N) 2)
f=1t=1
N
2 Xere <1, VfEF;VEET (3)
k=1

Xert € {0,1}; Vk € N; Vf EF; VtET (4)



Graph Theoretical Approach



Throughput Maximizing Scheduler

1. Trimming
N F
22 Yo fMy s Vk € N; Vf €EF (5)
k=1 f=1

2. Weight Characterization
* The Problem s equivalentto a Maximum Weighted Bipartite Matching Problem

* Construct a Bipartite Graph G = (U,V,E)
* Ensure perfect matching

3. Matching

* We use Hungarian Algorithm
* Low Computational complexity



Throughput[Packets/time-slot]

Average Network Throughput

——Throughput Optimal
—*— Proposed
—5—MFS

——RR

©
o
|

o]
(=]
|

| | | | | | | |
10 20 30 40 50 60 70 80 90 100
Network Size




Conclusions and Future Work

* Summary

* Graph theoretical approach is used to solve the throughput-maximizing scheduling problem
in IEEE 802.15.4e TSCH Networks

* The problem was formulated as a combinatorial optimization problem and NP-hard

* We proposed a bipartite matching approach to solve the problem optimallyin polynomial
time

e we solve the matching problem by Hungarian algorithm;

e Our proposed scheduler guarantees high throughputunder any admissible traffic.

e Future Work

 Compare our results with other heuristic approaches such as Ant Colony Optimization,
Genetic Algorithms

* Use SDN approach to solve for scheduling
* Use predictive mechanism for scheduling



Thank you for your attention



Throughput Maximizing Scheduler

PROCEDURE
(1) Trimming
T

Let Yk,f = Xk,f,t Vk € N, Vf e F (5)
t=1

The objective formulation of the throughput maximization

problem shown in equation 1 is reduced to equation 6 PROOF
N F [1 = maximization problem,
maxz: Z Yo ;M s Vk € N; Vf E€F (6) 1" = simplest equivalent maximization problem
k=1f=1 OH/(Y) = OH(X)
s.t Holds for an optimum solution X"
F This makes both problem to have the same solution
Yk,f = 1,' Vk €N (7)
f=1
N
z Yoy <T;, Vf €F (8)
k=1

Yer €EN (9)
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