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Abstract—In this paper the packet delay statistics of a fully but these approaches only allow to derive mean values for the
reliable Selective Repeat (SR) ARQ scheme is investigated. X-  various delays involved in the ARQ transmission process.
State Discrete Time Markov Channel model is used to describe 15 gyercome these problems, in [7] we presented a study to

the packet error process and the channel round trip delay is . . o . .
consFi)dered to be f?nite, i.e., ACK/INACK messages arepreceivéd atObtain delivery delay statistics by deriving an exact analysis

the transmitted m channel slots after the packet transmission is in the time-varying channel case. However, this work was
started. The ARQ packet delay statistics is evaluated by means of developed under the assumption of a Two-State Markov packet

an exact analysis by jointly tracking packets errors and channel error model, which somehow may limit the validity of the
Sétﬁéineéo'd”é'sf’c?ipﬁgﬁthgfmf&eay?e ighoﬁgg#nrg é?oggé'lﬁsapﬁmﬁ 4 analysis. Here, we relax this assumption by allowing the packet
and the delay statistics obtained from the Markovian analysis is ©fTOf ProC€Ss to be described by means of a Markov chain with
compared with the ones estimated by simulation of the ARQ an arbitrary number of states. Note that, with respect to other
protocol over the actual fading process. Some discussions onanalyses presented so far in the literature, we still derive full
the accuracy of the delay statistics obtained from the Markov statistics for the delivery delay of a fully reliable SR ARQ
Channel representation of the actual fading process is finally scheme instead of mean values. Moreover, observe that the
reported. knowledge of such statistics allows to easily find the delay
distributions of an aggregate of link layer PDUs as well [8]
. INTRODUCTION (i.e., of a higher layer packet.) This last statistics can be found
_ _ o _ o by means of a convolution that does not affect the complexity
Multimedia applications in modern communication systemst the analysis. The approach is presented in [8] and its
are highly sensitive to channel impairments and require effegztension to theV state channel model is straightforward.
tive error control techniques. Such techniques often rely onThe remaining part of the paper is organized as follows.
Forward Error Correction (FEC), Automatic Retransmissiof Section II, the SR-ARQ transmission process is described,
reQuest (ARQ), or a combination of the two. A trade-off openghereas the Markov Channel model is described in Section
up between data reliability, latency, and efficient bandwidiiy, |n Section IV, the analysis for the evaluation of the ARQ
usage. In such scenarios, it is important to have a gogdiivery delay statistics over aiV-State Markov Model is
understanding of the impact of error control strategies ftesented. In Section V we present a method to obtaiVan
provide adequate application level performance depending SQfate Markov Model to represent a quantized Rayleigh fading
the underlying channel state. channel while, in Section VI, the derived Markov Channel
In this work, we focus on a fully reliable Selective Repeahodels are used to obtain the statistics for the SR-ARQ
(SR) ARQ [1]; our aim is to derive delay statistics so agdelivery process; this statistics is compared with the ones
to understand how the retransmission process introduced ditained by simulation of the actual Rayleigh fading channel.
the ARQ error recovery algorithm affects the packet delasinally, in Section VII some conclusions are given.
experienced at higher layers. In SR ARQ, the transmitter
sends packets (PDUSs) in order of their arrival time at the link !l. MODEL FORARQ QUEUEING AND TRANSMISSION
layer buffer, while the receiver replies to each received PDU PROCESSES
with ACK/NACK messages by sending them over a feedback Consider a transmitter and a receiver, transmitting data
channel. The sender retransmits only negatively acknowledgsatkets through a noisy wireless link. We assume that a
(NACK) packets and then resumes the transmission procésly reliable Link Layer protocol (unlimited retransmission
from the last packet sent so far. In this paper, we consider thgempts) is used to counteract channel impairments. It is also
statistics of thedelivery delay defined in the literature [1] as assumed that both nodes have unlimited buffer size.
the sum oftransmission delagndre-sequencing delayrfhese ~ The time is slotted, where the slot duration corresponds
guantities are the delay between the first transmission and tbethe (constant) transmission time for a single packet. The
correct reception of the PDU and the time spent in the receivgsinsmitter sends data packets (ARQ PDUs) and the receiver
re-sequencing buffer for the packet to be released in-sequergglies with ACK or NACK messages to inform the sender
at higher layers, respectively. about correctly received and erroneous packets, respectively.
This problem has already been studied in the literaturBCK/NACK messages are assumed to be error-free for sim-
Basically, the complexity of the analysis has lead to the intrgdicity (this hypothesis could be easily removed, see [9]). As
duction of several approximations [1][2][3] or to consideringong as ACKs are received, new PDUs are transmitted in
an indirect approach, i.e., to study the transmitter/receiveamerical increasing order. The ACK message for a packet
buffer occupancy [4][5][6]. In general, the assumption of &ansmitted in the generic slotis received after the transmis-
static channel or other restrictive hypotheses are commorsjon of up tom — 1 PDUs (new or retransmitted), i.e., at the



end of slott +m — 1. The round-trip delayn is commonly 0 a successful transmission occurred (otherwise insslate
referred to in the literature [1] as th&RQ window sizeln would have a retransmission). Therefore, the tagged PDU is
case of NACK, instead of a new one, the PDU transmitted finally released upon correct reception of all PDUs transmitted
slots earlier is re-transmitted. in slots 1 throughn. On the other hand, all PDUs which are

The delivery delay is only slightly affected by the trafficransmitted for the first time during slots> m must have
model. So, it is reasonable to consider a simple model farlarger id than the tagged PDU, and therefore do not affect
the arrival process, although our analysis can be extendedthié delivery of the tagged PDU. We can then ignore all future
necessary. Hence, we consider that once a PDU is corre®BRU arrivals in our study.

transmitted, a new one is always present in the source bufferthe problem to be solved is therefore to find the time it
This assumption is called in the literature [Hpavy Traffic axes for all PDUs transmitted in slots 1 through to be
condition, and describes exactly a continuous packet sourggentally received correctly, given that a successful transmis-

Thus, it is accurate, e.g., for a TCP file transfer (FTP-likgsn occurred in slob. Consider the evolution of the system
session) or video/audio continuous data streaming. Reliaiger siotsm. If slot 1 contained an erroneous transmission,

ARQ almost completely avoids TCP timeouts (when thg \etransmission will be scheduled in slot + 1. If this
channel error rate is not too large) and the TCP level, aftgfyansmission is successful, then stot- 1 will be marked as
filling the bandwidth-delay product, behaves as a continuopssgveq otherwise it will be marked asnresolvedwith the
packet source (the TCP window size is not decreasing becayfgct of a further retransmission in skt +1 and so on until
error recovery is never triggered). Should Heavy Traffic g,ccess). On the other hand, if slotontained a successful
assumption not be verified, the delivery delay _compluted C83nsmission, then slok + 1 corresponds to a slot which was
be seen as an upper bound (worst case analysis). It is possiffgady resolved, and will be itself resolved (recall that for
to relax this hypothesis by following an approach as in [S]. oy purposes future arrivals are ignored, and therefore once a
packet is successfully delivered the corresponding slot remains
) M. CHANNEL MODEL empty). In general, slot + & (with £ > 0) will be marked as
Consider anV-State Discrete Time Markov Model [10][11], resolved if either slok was itself resolved or the channel state
where the slot duration corresponds to the ARQ packet tramg-slot m + k is good, and will remain unresolved otherwise.
mission time. LetS = {0,1,..., K — 1} be the set of states Since in case of transmission failure in an unresolved slot a
composing the Markov Chain artg; the transition probability packet is rescheduled for transmissiarslots later, a suitable
from statei to statej, i.e., the probability that the statemodel to track the relevant events is one in which memory is
in the next slot isj given that the state in the current on&ept about the resolved/unresolved status ofrthe- 1 most
is 7. Consider also that every state € S is characterized recent past slots, i.e., at any given timave need to know the
by a PDU error rate:, € [0,1], i.e., a PDU transmitted in status of slot$ —m+1,t—m+2,...,t—1. A binary variable
statek ISI terIFOHGOUSf_W('jthbpr?hbab'“}):f‘e-g-ghe r'\lflark’%V.CVt‘ﬁ'n is therefore assigned to each slot to carry this information.
is completely specified by the paifT, &), where T is the o .
transition probability matrix and is the state error probability, CONSidering as the current sloty, =1 if slot £ —m+1+k
still unresolved, anél;, = 0 otherwise, fork =0,1,...,m—

vector. To carry out the analysis of the ARQ protocol (Secnd This string of bits keeps memory of which slots are yet

:?1/33 ]V{/,e:egt;ngt;?; ?:]g(/jezl E{ooa1r1 equ;\\/fal_erit}o_rllﬁisc%%gglsssd S be resolved, and can also be represented by the integer
N nrol : | = 3177 by2*. In addition, we need to specify the status of

fully described by the transition probability matd = {p};, :he current slot, i.e., slot. In this case a binary variable is

\évehr?\:gdtgi %T{:)S\;:gon probabiliies;, 0 < i,j < N — 1 are no longer sufficient, since we also need to track the channel
state, which is necessary to determine the future evolution of
o Jtey(I—¢) j€{0,1,....,K —1} 1 successful transmissions. (Note that the Markovian nature of
Pij = toy€y je{K,K+1,...,N -1} () the channel evolution makes it possible to ignore the channel
state in slotg —m+1,t —m+2,...,t—1 once the channel
where (z,y) = (i,j) — Ku[(i,j) — K], 0 < x,y < K —1, state int is known.) For the current slot, many situations are
u[] is the unit step, i.ex[n] = 1 if n is greater than or equal possible, in particular there are three main cases: the channel
to 0, u[n] = 0 otherwise. Moreover, note that in the extende@ in a good state, which implies that the slot is resolved (if
model state0,1,..., K — 1} are error free, i.e.,, a PDU isit was not resolved already, the good channel state makes
always transmitted correctly in these states, whereas in state®solved now); the channel is in laad state and the slot
K through N — 1 PDUs are always transmitted erroneouslyis resolved (in a previous transmission); the channel state is
bad and the slot is still unresolved. These three possibilities
IV. COMPUTATION OF THE DELIVERY DELAY STATISTICS  comprises, N—» and N —v states of the channel, respectively.
IN A N-STATE MARKOV CHANNEL Thus, thes&N — v states for the last PDU condition will
Our goal here is the computation of the delay statistics fortee denoted in numerical order, i.e., 49,1,...,v — 1},
single PDU transmitted using Selective Repeat ARQ. In ordér, v+1,...,N—1}, {N,N+1,...,2N—v—1} , respectively.
to do so, we develop a model which tracks the successfitie associated variable will be denoted by Consider now
delivery of the PDU of interest (callethgged PDU), as well the random procesX (¢) = (i(t),w(t)) which jointly tracks
as all previous PDUs. First of all, suppose the tagged PDUskt-by-slot the Markov channel evolution and the status of
transmitted for the first time in slét= m. This implies that all the m latest slots. This process is a Markov chain. In order
previous PDUs (i.e., those whose identifier is smaller than th® determine the possible transitions and the corresponding
tagged PDU) excluding the: — 1 PDUs transmitted in slots 1 transition probabilities, suppose at tiniethe bitmap which
throughm — 1 have been successfully received, and that in sldescribes the slot status &s= (b, b1, ..., b,—2), where the



most significant bib,,,_» denotes the status of the most recent « if w € {0,1,...,v —1}U{N,N+1,...,2N —v —1}:
among the past slots. At timet 1 this bitmap is clocked one

position into the past, i.eh’ = (b}, b},..., b, 5, b, o) = . gy 2 5
(b1,b2,...,bm—2, f(w)), where f(w) =1 if w > N (current (hw) = S, Z P=po H P8 15 | Pom—29 (3)
slot at timet was still unresolved), angdl(w) = 0 if w < N. #=0 " Beg, 7=0

More compactly, in this cas¢(w) = u[w — N], whereu[] ; 1
is the unit step. Regarding the value of = w(¢ + 1), note » fwe{pv+l,..., N1}

the following. If, at timet, by = 0, the corresponding slot ;. =0 (6)
has already been resolved, and thereforeg ' < N — 1

according to the channel stageat time¢+1 (v’ = y). On the where S, = Z;’;& T, § = w— (N —v)ulw — N] and
other hand, ifbg = 1, the slot is still unresolved at time and G, = {B € IK;*I . 7(8) = b}, whereb is the bit-

therefore we havé < o’ < v—1 if the channel at tim¢+1is ise representation of and r,, z € {0,1,...,N — 1} is
good (slot is resolved at this time) add < w’ < 2N —v—1 the Markov Channel steady state probability of state et
otherwise (slot remains unresolved). In the former case, itd§ — [(iy,wq) (i1, w1) -+ (ix,wx)]” be a columnk-sized

againw’ = y, whereas in the lattet’ = y + N — v. Note vector of all zeros except for the entries corresponding to states
that given X (¢) there are onlyN possible destinations for (i,w) € {(0,0),(0,1),...,(0,N — 1)}, that are equal td.

X (t+1), since the shift of the bitmap is deterministic and thg & is the transition matrix of the Markov chaii (t), we
only random variable is the channel state which can assug&ermine

N values. More precisely, the transition probabilities are given P.[k] = M®* ey, k>0. 7)
as follows =
. if i is even (i.e.phy = 0), then: The distributionP.[k] is the probability that the delivery delay
a _ is less than or equal t& slots. Finally, the delivery delay
PIX(t+1) = (@, w)|X(1) = (i,w)] = statisticsP;[k] is determined as
ey i 7= L] 4+ ufw— NJ2m2,
_ ym:wp&—%wiwy @ Py[0] = P[0], Pulk] = Pc[k] = Pc[k —1] Vk>0. (8)
w'= y,y=0,1,....N -1 Note that P,[t] is determined by neglecting the propagation
0  otherwise delay (that can be approximated 8s,, = m/2). In fact,
. if i is odd (i.e.,by = 1), then: what we are obtaining here is the statistics at the transmitter,
L . whereas the actual delay process is evaluated at the receiver.
PIX(t+1) = (@, w)|X(t) = (i,w)] = However, sincet,, is constant these two distributions are
Pay i =[] 4+ ulw— NJ2m2, simply the same distribution shifted shifted by this constant
x=w— (N —v)ulw— NJ, factor. For this reason, without loss of generalfty,, will
= W' =y+ (N —v)uly — v, (3) not be considered in the sequel.
=0,1,...,N—-1
0 o%herw}sé ’ V. DERIVATION OF THE N-STATE MARKOV MODEL

In this section we report the procedure that we have used to
derive anN-State Markov model representation of a Rayleigh
whereasa b channel= < 1 leads '~ -y, (241G chane LT denote e recetve Sgna o nose o
N <uw < 2N —v —1, i.e., a situation of bad channel ano( ’

unresolved slot. According to the above rules, the transition R 0 9
probability matrix can be built, which will have onliy non- pr(7) = %e 72 ©)
zero entries per row.

In order to find the delay statistics, we proceed as follow&hereyo = E[I]. Let0 =Ty <T'y <--- <I'x_1 <I'gx =

where the use of’ = y+ (N — v)u[w — N] in the latter case
means that a good channel< y < v — 1 leads tow’ = y

First of all, let us define an appropriate function +o0 be K +1 thresholds for the SNR. The Rayleigh channel
1 I is said to be in staté = 0,1,..., K — 1 if the received SNR

Iy — {01} is in the interval[l';, Tx+1). Moreover, associated with each
7(B) =780, B1,- -+ Bm—2) = (bo,b1,... bpm—2) state there is an error probabiliey, that is the PDU error
sothat b; = u[B;— ] rate experienced in state We defineF () as the function

mapping the instantaneous SNR leveinto the conditional
PDU error probability. Once the threshold levels are chosen for
(4) every state, the PDU error rate in the generic stagefound as

whereZy = {0,1,2,..., N — 1}. The meaning of-(-) is to €k = (f.pik+1 F(v)pr(v)dy)/0k, whered,, is the steady state
transform vectors of basd- digits into binary digits so that probability to be in statet. In this work we assume a/4-
the output digit i9) if the input digit is less tham, 1 otherwise DQPSK modulation scheme [11], i.e., the bit error probability
(i.e.,0 corresponds to a slot were a successful transmission 168§ be approximated agy) ~ (4/3)erfc(,/7). F(v) is then
occurred, whereak corresponds to an erroneous slot.) Finallyderived asl — (1 —(v))”, whereL is the ARQ packet length
note that the output vector is callédas 7(-) is indeed used expressed in bits. The steady state probabflitys computed
to obtain the bit-wise fornd of the binary expression af¢). as
Let IT = [[Iy II; --- IIx]” be a column vector whose r
K = (2N —v)-2m~1 scalar entries represent the probabilities 0, — / e
that the system starts in a given stdieis computed as follows k= r

j=0,1...,m—2

pr(w)dv = LR/ _ lrs1/70 (10)

k



1 . | |
S'mUIathﬁQ
M=UK e
1,=0.8, Iy 1=0.01 -~
1:=0.8
0.1

0.8

state 0 1 2 3 K-2 state K-1
. -

0.6 0.01
04 0.001
0.2 \ 0.0001
\ I,£0.0001

0 1e-05 -
s L 5 10 15 20 0 20 40 60 80 100

Pqltl

PDU error probability

0
fo y Tk-1 t
Fig. 1. SNR values partition method. Fig. 2. Delivery delay statistics: comparison between Markov Channel

analysis and Rayleigh channel simulation with= 360 bits, bit rate1024
Kbps, fq = 10 Hz, f4Tp = 0.00343, m = 5, N = 10.

The simplest approach for choosing the SNR thresholds [10]

is to considerd, = 1/K,V k =0,...,K — 1. In this case, 1 Smaaion

the threshold levels can be easily estimated by recursively o1 [ — i
applying Eg. (10), given thai'y is known. However, this ' 1,=0.8, 1x1=0.01 o
procedure leads to a rough estimation of the underlying 001 ffi A

fading process [11][12]. For this reason, we consider here an . & o° 5

improved threshold selection criterion. We first choose two ' V' djoff’é@“

numbers,/; andlx 1 so thatl; is close to zero andgx; - 00001 W E/ “*‘iﬁv o

is close tol. Then we choose the firsf'() and the last o 1605 /\‘”/\edﬁgfﬁjp ,

(T'x_1) unknown thresholds such th&, = F~'(I;) and L tavs \Dﬁ%
Ik 1 = F Y(x_1). Oncel'; and I'x_; are known,d 1606 ERE R B@d
and i _; can be evaluated by Eq. (10). In this procedure 1607

we assign first the states and KX — 1 to the SNR levels

corresponding to a PDU error rate that is smaller tlan 1e-08

and larger thatx_;, respectively. At this point, we use the 1609

remaining X — 2 states to characterize the SNR interval 0 20 40 60 80 100
betweenl'; andI'x_1, i.e., where the PDU error rate is in the t

range(ly,lx—1]. The remainingk’ — 2 thresholds are chosen

to satisfyfy = (1~ 1)/ (K ~2) = €'/ —cPen/io. L & e I annel Smulation Wi 560 bie, bi raie1024
In practice, the aim of our method is to assign the remainin@ps, f, = 80 Hz, f,7, = 0.0274, m = 5, N = 10.

statesl, 2, ..., K — 2 to the region containing the knee of the

function (). A graphical representation of this procedure is

reported in Fig. 1. Once the thresholds have been computed, VI. RESULTS AND DISCUSSIONS
the transition probabilities are derived as in [12] according to: ’

In this section we report some examples for the delivery

5’“ fj”l fri Ry (r1,72, p)dridrs delay statistics and we discuss the goodness of a Markov

tij = 0; channel model in the approximation of the ARQ packet delay

APiry 2,2y statistics in a Rayleigh fading channel. As a first result, in Figs.

fRiRy (r1,72,p) = — ¢ ()X o (27172 /) 2 and 3, we report the delivery delay statistics considering

11) fa = 10 Hz and f; = 80 Hz, respectively. In both graphs,

the statistics obtained by simulation is compared against the
where(; = \/T'i/v0, fr,r, (71,72, p) iS the bivariate Rayleigh two threshold selection methods, i.e., the equal probability
joint pdf [12], p = Jo(2wf4T,) is the correlation of two method {;, = 1/K) and the refined procedure presented in
samples of the underlying Gaussian process that are spacedthigyprevious section. For botfy = 10 Hz and f; = 80 Hz
T, secondsf, is the Doppler frequency, is the ARQ PDU the equal probability criterion leads to a rough estimation of
transmission durationfy(-) and I(-) are the Bessel function the underlying fading process and to a poor approximation
and the modified Bessel function of the first kind and ordef the delay distributions as well. As a second observation,
zero. The Markov Chair{T, &) derived with this method is one can note that a Markov approximation of the actual
then transformed into th& x IV transition matrixP following channel error process is not able to perfectly match the real
the procedure presented in Section Ill. The maRiis finally  statistics. Also if the two distributions are in good agreement,
used in the analysis presented in Section IV to derive the ARRe one derived using the Markov model can not reproduce the
delay statistics. behavior characterizing the actual distribution. This is, indeed,
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analysis and Rayleigh channel simulation as a functiowofvith L = 360
bits, bit rate1024 Kbps, fy = 10 Hz, m = 3.

number of states increased’ (= 30 in the presented graphs)
the resulting statistics remains unchanged and no further
improvements are observed. Moreover, taking as an example
the f; = 10 Hz case, an increase iV leads to a better
approximation for the first part of the statistics, whereas the
match is degraded elsewhere. In order to obtain better results
it would be interesting to investigate how the statistics im-
proves considering a different approach to derive the Markov
chain. For instance, in [13] the authors considered the fading
derivative as an additional dimension for this purpose. In that
paper, they proved that this method can somehow reproduce
the oscillatory behavior of the autocorrelation function. In [14]
some results are reported concerning the mean throughput
value of the SR ARQ protocol. Further investigations on how
these techniques can improve the ARQ delivery statistics are
left for future research.

VII. CONCLUSIONS

In this work two contributions are presented. First of all, an
exact analysis to derive the delivery delay statistics of SR ARQ
packets in anV-State Markov Model is presented. Secondly,
this analysis is used to provide some results on the goodness
of the Markov approximation of a Rayleigh fading channel
in terms of delay statistics. The obtained results show that
the statistics obtained using a Markov channel is reasonably
close to the actual ones. However, the match between these
distributions can not be made arbitrarily good by increasing
the number of states due to intrinsic limitations of the Markov
channel model.
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