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Abstract—Current communication standards typically empha-
size latency, reliability, and throughput as the main performance
metrics. However, a promising line of research is adopting
age of information (Aol) as a more direct measure of data
freshness, which is key for real-time applications and ambient
sensing. In particular, industrial or mission-critical scenarios
would likely require an Aol minimization over a finite horizon,
e.g., corresponding to the duration of an intended observation
window, under the constraint of a limited number of updates
being exchanged. From the standpoint of a standard to be im-
plemented in future communications and networking platforms,
the choice would further be conflicted between minimizing the
average or peak value of Aol. Anticipating this conundrum,
we explore an optimization approach based on dynamic pro-
gramming recursion, where we consider both average and peak
Aol as possible objectives; we also evaluate one metric when
the other is optimized. We further consider both independent
and correlated errors. In all these cases, we are able to show
that minimizing either Aol-related metric over a relatively short
horizon often converges to similar threshold-based criteria. From
a practical standpoint, this supports the insertion of either Aol-
related metric in future standards, making further debates over
average versus peak Aol minimization amount to just semantic
distinctions with negligible practical impact.

Index Terms—Industrial Internet of things; Age of Informa-
tion; Optimization; IoT Design Options; Dynamic Programming.

I. INTRODUCTION

For real-time communication exchange aimed at reporting
status updates, the age of information (Aol) is defined as the
time elapsed between the current time and the instant of gen-
eration of the last update successfully received [1]. Designed
to capture how old the last received information about the
state of a system can be, Aol is recognized by the research
community as a useful metric for real-time communication
and control in cyber-physical systems [2] and digital twins [3],
i.e., whenever a virtual representation of the physical world is
required to make an accurate and timely decision of acquisition
and actuation.

With the possible advent of goal-oriented communications,
decision and control mechanisms based on communication
semantics can also become widespread, which also requires
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adherence between the real system and its digital representa-
tion [4]. Similarly, the expected diffusion of logical inference
and reasoning through some large language models based on
ambient observations makes it even more relevant that these
virtual agents make their decisions based on information that
is as up-to-date as possible [5], [6].

However, current communication standards do not use Aol
as an explicit design criterion, such as IEEE 802.11, 802.15.4,
3GPP 5G NR [7], LoRaWAN [8], IETF CoAP/QUIC [9], or
Time-Sensitive Networking (TSN) [10] all focus on similar yet
different metrics such as latency or jitter. Nevertheless, there is
growing recognition in the research community that real-time
communications for status update reporting should be aligned
with metrics related to freshness of information rather than
traditional latency or throughput, and this can be expected to
be reflected in future standardization efforts [11].

Some precursor contributions have already been proposed
especially for the context of vehicular networks, where Aol
was originally proposed [12]. Beyond that, Aol is gaining
attention in many research proposals and whitepapers that,
while pertaining to a pre-standardization area, suggest a
possible integration in many contexts. For example, Ultra-
Reliable Low-Latency Communications (URLLC) defined by
3GPP indirectly aligns with the principles of Aol, which led
some Aol-aware scheduling proposals already suggested for
6G networks [13].

At the same time, it should be noted that the general idea of
fresh status updates can be implemented for a finite-horizon
scheduling [14] under two different declensions: minimization
of average Aol or peak Aol [15]. The average Aol is the most
common way to assess the freshness of reported information,
to indicate that the system receives frequent and regular
updates and operates with up-to-date information [16]. In
contrast, Peak Aol represents a worst-case scenario, and it
may be a preferred metric when the presence of outdated
information creates a risk (e.g. emergency response systems,
critical communication networks) [17], [18].

In general, these two metrics may be unaligned, since a
single extremely delayed update leads to a high peak Aol
but may be compensated for on average. For this reason,
in this paper we discuss optimal Aol-aware scheduling for
finite-horizon systems, comparing the minimization of average



and peak Aol and seeking whether this results in significant
difference. In both cases, we prove how optimization can be
performed through a standard dynamic programming approach
that takes advantage of the finiteness of the scheduling hori-
zon through backward induction. We also consider different
channel models affected by independent or correlated errors
[19].

The results of our analysis actually show that the two ob-
jectives result in similar policies, both with a threshold-based
structure. In addition, their performance is also very similar,
where a minimum peak Aol scheduler obtains an average Aol
that, while clearly not minimal, is still close to being optimum,
and this also holds true in reverse. Finally, these conclusions
are valid for both independent and correlated errors, with the
specific conclusion that error correlation increases the average
Aol (but similarly for both schedulers), while the peak Aol is
largely unaffected [20].

This main finding serves as a useful guideline for indi-
cating that the insertion of Aol-awareness would be useful
in communication protocols for time-sensitive industrial or
mission-critical applications. However, distinguishing between
the precise Aol metric is likely to be of limited practical rele-
vance, as the primary objective remains information freshness
regardless of the specific formulation, rendering such academic
distinctions of little interest in practical contexts.

The remainder of this paper is organized as follows. In
Section II we discuss related work. The proposed methodology
is presented in Section III. Section IV includes numerical
evaluations and analysis. Finally, Section V concludes the
paper and outlines future work.

II. RELATED WORK

The introduction of Aol allows for a quantitative evaluation
of the staleness of the data, analytically and sometimes even in
closed form [1]. However, unless strong real-time requirements
are imposed, it is rare to impose Aol minimization as the main
objective. Very often, Aol is combined with other requirements
related to more classic metrics of delay and/or throughput, as
well as energy efficiency [4], [21], [22]. This might explain
why this metric is still relatively unexplored by communication
standards. Yet, we argue that with the advent of ultra-low
latency and mission critical communications, in industrial,
medical, and vehicular services [5], [10], the tide is going
to turn.

In the majority of the investigations where Aol is introduced
as a scheduling objective, the methodology is often borrowed
from renewal processes and/or Markov chain, and the focus
is on long-term performance and stable policies; therefore, an
infinite-horizon average Aol is considered [6], [23]-[25].

However, finite-horizon optimization may possibly be more
relevant. Even though these investigations of optimal steady-
state policy undoubtedly have academic value, they hardly
apply to the systems considered by networking standards and
protocols such as industrial IoT systems and mission-critical
communications, since, in these contexts, operations are often
task driven and time bounded [7], [14], [26]. Processes such as

predictive maintenance, quality control, or real-time actuation
operate within pre-established time windows or production
cycles. Thus, Aol optimization over a finite horizon would be
more appropriate to align decisions with task-specific goals
and deadlines, leading to more efficient and context-aware
behavior than long-term or steady-state approaches [16].

Another aspect that may be the source of debate is the
choice between average or peak Aol. Ideally, these two
quantities describe different aspects of information freshness,
the former being related to the average behavior, whereas the
latter represents the worst case, i.e., it represents the most
stale information possible, which is in turn contrasted with the
requirement for the controller to make accurate decisions [15],
[18]. Quite often, the dichotomy between these quantities is
invoked to claim a supposedly different behavior. However, as
we will show in the following, these two metrics behave quite
similarly in the context of finite-horizon scheduling, which
we believe is an important conclusion towards the definition
of Aol-aware communication standards [27].

III. METHODOLOGY

Consider a transmitter and receiver exchanging data over a
possibly noisy channel. We look for an Aol-optimal scheduler
over a discrete time with a finite horizon equal to N time
slots. We assume that the maximum number of transmission
opportunities that the source can perform in the N slots is set
to M. This implies that the source has a duty cycle constraint
of (M+1)/N, which is in line with the energy and/or legal
requirements of many communication standards.

Throughout our analysis, we consider some simplifying
assumptions such as neglecting the propagation delay of the
transmissions, assuming the feedback about the transmis-
sion outcome to be always correctly reported back at the
transmitter, and new information to be always available at
the transmitter’s side when needed (a configuration called
“generate at will”’) [23]. None of these assumptions is actually
critical, as was shown in other papers that investigated them,
so we do not involve them in the present study. For example, if
there is a constant propagation delay, this is obviously outside
of the optimization, and even if it is variable, Aol can still be
optimized considering an approach in expectation, as argued in
[26]. The relaxation of generation at will into sporadic update
arrivals is the subject of [16], whereas imperfect feedback is
analyzed by many papers, for example [18].

A. Average Aol minimization

We represent a system evolving over discrete time ¢ =
0,1,...,N, and we let aft] € {0,1,...,N} and m[t] €
{0,1,..., M} denote the Aol in time slot ¢ and the number
of transmissions left, respectively. A minimization of aver-
age Aol can be obtained by considering the state of the
system in the slot ¢ as z[t] = (at], m[t]), with a[t] being
the instantaneous Aol and ml[t] € {0,...M} the number
of transmission opportunities left in the slot ¢. The system
starts in state x[0] = (0, M). According to the dynamic
programming framework of [28], we can also consider the



system control and noise processes as following. The former
corresponds to a binary decision (0 or 1 corresponding to not
transmit / transmit, respectively). The noise is included in the
probability of an update being successful in resetting Aol. This
is characterized by a single success probability being taken as
1 — ¢, where ¢ is the error rate, in case of independent errors.
As per [29], this can also be extended to a Gilbert-Elliot-like
correlated case by expanding the system state with the current
channel condition and choosing two different values of the
success probability depending on the current channel state.
Further details on this model are given in

Thus, given the current x[t], the system evolves into x[t+1]
that can be either (a[t]+1,m[t]) if the source is silent in slot
t. A transmission can be attempted instead only if m[t] > 0,
in which case m[t+1] = m[t] — 1. Then, if the transmission
is successful a[t + 1] is reset to 0, otherwise we still get
alt+1] = a[t] + 1. The optimal control policy s (x[t]) is
therefore defined as the choice that minimizes the expectation
of a penalty equal to a[t]. A more in-depth discussion with
full-fledged formalization is available in [14].

Here, we just discuss two immediate properties of pu.
First of all, it can be obtained through backward induction;
indeed, the optimal control policy py in the last slot IV is
trivially to transmit, as long as m[N] > 0, since there is
no use in saving transmission opportunities after the end of
the time horizon. From this, the optimal choice at time N—1
is also immediately found by a binary comparison according
to Bellman’s optimality principle, and keeping propagating
this procedure yields p; for any ¢t = 1,..., N. Second, as
is intuitive and typical of Aol-based scheduling [30], u; has a
threshold structure, i.e., if p¢(a,m) = 1 then p(a’,m’) =1
for every o’ > a and m’ > m.

B. Peak Aol minimization

To optimize Peak Aol instead, we need to expand the system
state into z[t] = (a[t],b[t], m[t]), with b[t] being the highest
Aol that has been experienced so far by the system, i.e., b[t] =
min,—o,....¢ a[7]. The goal now becomes to minimize E [b[N]],
the expected peak Aol at the end of the horizon.

Conveniently enough, this can still be performed as a
dynamic program. The update law for b[t] is b[t+1] =
max(b[t], a[t+1]). Also, a backward induction approach still
works starting from a policy py in the last slot that trig-
gers a transmission if m[t] > 0. Compared to the previous
optimization of the Average Aol, ties are more frequent (for
example, when b[t] > alt], transmitting and staying idle have
the same effect on the final Peak Aol); however, this can be
solved through a proper rule for breaking ties. Specifically, if
m[t] > 0, we chose transmission if ¢ > N—m, and idling
otherwise (this forces the last slot to use all the leftover
transmission opportunities).

Another difference with the minimization of the average Aol
is that the penalty minimization does not follow a combination
of local cost and long-term expected penalty, since there is
no per-step cost. Only the final value is important, and the
penalty simply propagates the maximum Aol achieved in

the horizon. However, the procedure still follows the same
rationale. Finally, the optimal policy for minimum peak Aol
has a larger space complexity, since it depends on three param-
eters (plus possibly the channel state) and therefore is O(N?)
compared to O(N?) for minimum average Aol. However, we
must point out that the optimal policy is precomputed and not
evaluated at run-time. Also, it has, analogously to the average
Aol minimization, a similar threshold structure that enables
considerable simplifications in its memorization.

C. Channel Models: i.i.d. and Correlated Errors

In addition to the previous comparison, another extension of
the standard Aol minimization studied in [14], [21], [23] is the
channel correlation between the state of each slot. While it is
immediate to represent independent and identically distributed
(i.i.d) errors with a single parameter representing the error
probability, an extended model where the channel state is
correlated according to a Markov chain can also be conceived.

In this case, the error probability of the transmission is
described by a Gilbert-Elliot-like process, whose state is
included within the system state. In the simplest version,
the channel has two states, namely “good” and “bad,” and
we take these to correspond to the error probability of 0
and 1 respectively. Thus, we can take the evolution of the
channel state as following matrix P = {p;;}; je{o,1}, Where
€ = p1o/(po1 + p1o) is the steady state probability that the
channel state is 1 (i.e., “bad”), and we need an additional
parameter, usually taken as the average error burst length
B = 1/p10, to fully describe the channel. This model is widely
used in communication systems for its simplicity, and is also
adopted by some papers exploring Aol minimization under
burst errors [19], [31], [32].

In [29], such a scenario is used to represent satellite
communications, but the channel state refers to the current
transmission, so that “bad” means that the satellite is out
of sight and therefore no transmission can be performed.
This is preventively known to the transmitter, which in this
case can only adopt a policy yu; = 0. Conversely, in our
scenario the channel state can evolve before the transmission
is made, so that a transmission can be attempted even when
the channel state is “bad,” although this is generally less
convenient because of the correlation.

IV. RESULTS AND DISCUSSION

This section presents a comparative analysis between the
policies minimizing the average or peak Aol, also showing
the performance of the complementary non-optimized metric.

We consider two different channel models: an erasure chan-
nel with i.i.d errors and one with correlated errors according to
the Gilbert-Elliot model described in III-C. We took the length
of the horizon as N=100 slots, but the results displayed are
normalized for ease of comparison and also to allow for an
abstraction from this particular choice. We considered M =4 or
M =6 transmission opportunities to happen within this frame.
As a reference, in the absence of errors, the peak Aol should



i.i.d. Channel: Avg Aol Comparison
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Fig. 1. Comparison of normalized average Aol vs. packet error rate € under
a channel model with i.i.d. errors. Results are averaged over 10* Monte Carlo
runs, for an original horizon of N=100.

be equal to N/(M+1), and the normalized value is therefore
just 1/(M+1), while the average Aol is clearly half of that.

We also remark that the values of M are generally and
intentionally higher than what communication standards allow
for. Generally speaking, nodes are allowed to transmit with a
duty cycle of 1% or less [7]-[9], in which case there is even
less slack for optimization, and the results that we will show in
the following, basically proving a convergence of the metrics,
hold true in an even stronger sense.

After finding the optimal policy through dynamic program-
ming [28], we evaluated it using a Monte Carlo approach
involving 10? realizations of the channel. The statistical confi-
dence of the derived results (not shown to avoid overcrowding
of the graphs) is fairly high and always above 99%.

In general, our findings indicate that although each policy
excels in optimizing its own metric, the performance degrada-
tion of the alternative metric is frequently minimal. Moreover,
this general conclusion is confirmed in both cases of i.i.d errors
and channels with memory, as detailed in the following.

A. i.i.d Channel Comparison

We start by considering Aol minimization in the presence
of i.i.d. channels, plotted against the error rate e. We compare
both Aol minimization policies of average and peak values.

As shown in Fig. 1, the average Aol values obtained by the
two policies exhibit an extremely similar behavior, with the
average Aol increasing as the error rate increased. Although
the policy aimed at minimizing the average Aol achieves a
slightly lower Aol, the gap is negligibly minimal. We can
therefore infer that a minimization of peak Aol is also robust
in terms of average Aol, achieving near-optimal performance.

Fig. 2 shows the reverse evaluation of the peak Aol for both
policies, the one that actually minimizes the peak Aol and the
one minimizing the average Aol instead. The performance gap
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Fig. 2. Comparison of normalized peak Aol vs. packet error rate € under a
channel model with i.i.d. errors. Results are averaged over 10* Monte Carlo
runs, for an original horizon of N=100.

here is slightly higher, especially as ¢ increases, yet the trends
are once again very similar. This can be interpreted as a close-
knit relationship between these two metrics and indeed proves
that limiting the worst-case value also contains the average
and vice versa.

B. Correlated Error Channel Comparison

We now analyze how average and peak Aol behave over
a finite horizon in the presence of channels with correlated
errors. To this end, we set the value of the error rate at e¢=0.2
and we vary the burst length B chosen as our independent
variable. We remark that even different choices of ¢ lead to
qualitatively similar results.

Fig. 3 shows the average Aol as a function of B. When
correlation grows and error bursts are longer, the average Aol
increases. However, this applies to both policies and their
results are fairly similar.

Fig. 4 shows instead the normalized peak Aol for different
values of the average burst length B. Once again, the Aol-
minimizing policy that considers the average Aol as the
objective obtains slightly higher peak Aol values, but the
curves are actually very close. Moreover, compared with the
previous plots, the value of peak Aol is consistently almost
flat, which is in line with what argued in [20] that the peak
Aol is not affected by second-order statistics (in this case, the
average burst length describes the channel correlation but the
error rate is always the same).

V. CONCLUSIONS

We compared the minimization of average and peak Aol
[15] for finite-horizon schedulers following dynamic program-
ming recursions [14]. The key finding of our analysis is that the
optimal transmission policies for average and peak Aol often
converge to very similar performance; this seems to imply that
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Fig. 3. Comparison of normalized average Aol vs. average burst length B
under a channel model with correlated errors and average error rate €=0.2.
Results are averaged over 10* Monte Carlo runs, for an original horizon of
N=100.

simplified and unified policies may suffice for many finite-
horizon applications if a general requirement of information
freshness is sought.

In addition, correlated errors cause an increase in the
average Aol, as it becomes more likely to miss subsequent
updates. However, the peak Aol is not affected by this trend,
being only affected by first-order statistics [20]. In any event,
both of these trends occur irrespectively of the exact metric
of choice being the average or peak Aol.

These results point to several promising paths. The analysis
can be extended with multiple coexisting sources, which
possibly involves considering medium access and coordina-
tion through game theory [33]. Furthermore, incorporating
other aspects, such as energy constraints, would better reflect
resource-limited IoT devices. All of these considerations may
find application likely soon in the context of communication
standards for next-generation networks, in light of the increas-
ing need for real-time services based on information freshness.
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