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Abstract—We investigate the minimization of the age of in-
formation (AoI) of an AI-powered application that requires
timely processing of data generated by a multitude of users. We
consider that sequences of inference tasks generated at individual
terminals can either be processed locally with a tiny machine
learning (ML) model or be offloaded to a more powerful ML
model residing on an edge computing facility shared by all users.
Since the local ML model is less powerful, its inferences may have
low confidence. When this happens, the user is forced to repeat
the inference with the more powerful edge ML model. The choice
between local processing or offloading follows a randomized-
alpha policy, where the local ML model, while less powerful,
offers the advantage to alleviate congestion of the edge server.
The AoI model follows the frameworks presented in the literature
for multiple sources sharing the same queue. Local processing
instead works as a single-server dedicated queue, but we account
for the imperfections of the tiny ML model by including a
failure probability in the local server. Tasks that are processed
locally but eventually fail to achieve a minimum confidence level
are offloaded to the edge server, resulting in a longer overall
processing time. We derive a queueing model of the entire system
based on some bounds from the literature. Our results show the
trade-offs between processing latency, inference accuracy, and
system congestion, highlighting the importance of optimizing task
allocation strategies.

Index Terms—Age of Information; Machine learning; Mobile-
edge computing; Resource sharing.

I. INTRODUCTION

Machine learning (ML) aided applications, especially in-

volving large language models (LLMs), often require signif-

icant computational resources to interpret data due to their

complexity and multidimensionality [1]. Failure to obtain a

processor that is both sufficiently powerful and free from

congestion can lead to long inference times, particularly when

accurate predictions require evaluation of many parameters [2].

For example, convolutional neural networks used in image

recognition or transformer-based models in natural language
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processing may involve billions of parameters [3]. Even sim-

pler models, such as support vector machines or decision trees,

can experience considerable delays when handling large-scale

data or complex decision boundaries [4]. As a result, appli-

cations requiring immediate responses, such as autonomous

driving or medical monitoring, may suffer latency issues that

hinder their effectiveness [5].

Delayed data interpretation is particularly problematic in

scenarios where rapid decision-making is critical. In real-time

applications, such as industrial automation or emergency re-

sponse systems, any delay in processing can lead to substantial

inefficiencies and a possible safety hazard [6], [7]. The usual

solution invoked to deal with computationally intensive tasks is

to resort to more powerful remote servers [8]. In our scenario,

this can actually further exacerbate the problem by introducing

additional latency due to network congestion [9], also due to

the convergence of requests from multiple users [10].

This prompts a joint analysis of resource allocation in the

edge-cloud continuum to optimize the offloading of tasks and

include the freshness of the resulting outputs. The latter can

be connected to the characterization available in the literature

through age of information (AoI) [11]. For our purposes, we

need to extend the standard AoI models, which usually focus

on atomic sensing and/or measurement tasks, to include traffic

splitting, merging, and processing times [12]–[14].

We consider a scenario in which multiple terminals perform

sequences of ML tasks, as would be the case for persistent

monitoring of patients, motion tracking, or ambient surveil-

lance. We investigate the freshness of the ML output, captured

through AoI as the main performance metric [15], [16].

Moreover, we study the impact of network decisions on AoI,

assuming that devices can either process tasks locally (e.g.,

with their onboard capabilities and/or at a close-by dedicated

server) with a tiny ML model, or offload them to a more

powerful remote computing facility at the network edge where

a better ML model is available [17]. Neither of these solutions

is optimal if taken alone, as far as timeliness is concerned [18],

since the remote server can become congested if too many

tasks are offloaded there by all the terminals that share it,

while local processing alone is possibly not accurate enough



and may require further evaluation on the remote edge server,

which makes offloading unavoidable [19].

As a result, careful balance between task offloading and

local processing must be sought. To characterize it, we focus

on a randomized-alpha policy as introduced in [20]. In our

analysis, we leverage the (queuing-based) derivations available

in the literature to characterize average AoI in queues with

superimposed flows, for two different cases. In both, we use an

M/M/1 model [21]. However, the local processing is assumed

to behave like a queue with concurrent flows corresponding

to the correct and failed classification, respectively; the latter

delays the queue but does not decrease the AoI. Conversely,

the remote edge server never fails its classification, yet is

represented as a queue where flows from multiple sources

converge [22].

Our analysis allows us to highlight how the joint distributed

optimization of relevant parameters, specifically the offloading

rate and the intensity of task generation, is neither viable nor

robust to errors. A small deviation of the values from the

optimum can lead to performance degradation. Conversely,

reaching convergence on the amount of local processing and

optimizing the generation rate afterwards is much more robust.

The remainder of this paper is organized as follows. In

Section II, we review the related literature. Section III expands

analytical formulas taken from seminal papers to the specific

case at hand, giving an estimate of the average AoI under

different offloading choices. We present numerical results in

Section IV, and we conclude in Section V.

II. RELATED WORK

Considering the timeliness of ML tasks is necessary due

to the recent surge in the adoption of AI for many real-time

applications. However, the idea of evaluating data freshness of

ML tasks and how networking choices influence it is relatively

unexplored in the recent literature. Only a handful of papers

consider these aspects, and for the most they just claim that

long execution times of AI-driven applications may lead to

frequently obtaining accurate but obsolete classification.

This is relevant for medical monitoring leveraging mul-

timodal LLM; however, producing stale output from these

models may be entirely useless or, worse, harmful. This point

is advanced by [23] when proposing an AoI-aware semantic

scheduler for sensed data in a body area network. In the same

spirit, [24] discusses this issue as a byproduct of data sharing

and security aspects. The authors investigate data freshness,

but only indirectly to evaluate its influence on the usefulness

of the output, whereas the modeling aspects concern the

application layer and not the resource allocation.

Another field of real-time applications exploiting ML tasks

is autonomous driving (for both terrestrial and unmanned aerial

vehicles), where computationally intense computer vision jobs

can be performed either by some units available on-board or

offloaded to some external edge server. As argued in [25], safe

and seamless vehicle synchronization would require consistent

use of fresh sensing, to which end the authors propose an AoI-

driven scheduling.

Instead, [10] considers an edge computing server that

performs processor sharing among the offloading sources,

possibly focusing on ML-related time critical applications.

The analysis expands on the way of sharing the queue among

multiple sources and leverages results similar to ours in the

derivation, but it does not argue about server selection or the

failure rate of the tiny ML processing.

Another recent paper [14] focuses on how offloading to

mobile edge computing servers affects AoI; however, it uses

stochastic geometry to study physical placement of compu-

tation resources and does not give a performance evaluation

through queueing theory. The conclusions are that a careful

balance of the available resources should be used, so the au-

thors propose a partial offloading approach. This is analogous

to the randomized-alpha policy proposed in [20], which we

adopt in this paper, with the difference that the latter randomly

assigns individual tasks to different servers, whereas the for-

mer paper considers all tasks partially processed in multiple

units. Also, [14] focuses on a wireless channel and possibly

successful or erroneous transmissions depending on signal

quality, whereas we assume an independent and identically

distributed failure probability of the tasks that follows from the

underlying ML model. In addition, they consider instantaneous

output of their computationally intense tasks, whereas we

keep into account the propagating effect of congestion on the

remote edge computing facility, which may actually choke data

freshness.

The authors of [26] propose a joint optimization of server

selection in MEC scenarios, also involving the allocation of

bandwidth within the shared wireless channel and computing

resources within the shared computing facilities. Similar to our

investigation here, the paper considers a choice between local

and edge processing, invokes ML tasks in the evaluation, and

considers AoI in the evaluation metric. However, the main goal

of that paper lies in the optimal server selection, as opposed

to finding closed form expressions for AoI.

In general, it is evidenced by the recency of these references

that the issue of evaluating the average AoI of ML-driven real-

time applications remains largely unexplored in the literature,

not only in terms of raising awareness about it, but even more

so in developing analytical frameworks of the network choices

impacting on it, so as to optimize performance.

For what concerns the modeling of AoI within queueing

systems, a kind of analysis that enjoyed popularity in the last

decade already from the seminal papers introducing the idea

of AoI [11], there are indeed analytical results such as the

derivation of the average AoI for an M/GI/1 queue [27] as

well as the numerous results in [21] (and references therein),

especially considering queues with multiple sources.

While no previous paper combines queues of multiple kinds,

we explicitly consider the dichotomy between local and edge

processing, seen as an exclusive server with limited rate (and

possibly failures) versus another queue with higher service

rate but shared with other sources. This is meant to leverage

analytical instruments and may be seen as a first step towards

deriving a fully closed-form characterization of such systems.



III. AOI OF TASKS WITH OFFLOAD OPTIONS

Consider a time-critical application run by N terminals. We

imply that each terminal generates a sequence of ML tasks to

be processed, according to a Poisson point process of intensity

λ, which means that task generation is memoryless. These

tasks can be processed on a local or a remote server, according

to independently drawn probabilities. Due to the properties of

Markov processes, each server sees a sequence of tasks with

exponentially distributed inter-arrival times.

The decision on where to process it is made independently

for each task, according to a randomized-alpha policy [20],

which means that a task can be processed locally with proba-

bility α or offloaded to a remote (mobile edge) server facility

with probability 1−α. Local processing with the tiny ML

model translates into an M/M/1 FCFS queue with service

rate µ1, i.e., the service time is exponentially distributed and

arrivals are memoryless, as per the previous discussion.

We consider that the processing in the remote facility uses

a single server according to an M/M/1 FCFS queue whose

service rate is µ2 > µ1. We remark that this assumption is just

preferred for the sake of a simpler exposition and the better

availability of some analytical components. We tested different

queueing systems, also including multiple servers, and under

reasonable approximations the results are qualitatively similar.

To work efficiently, the shared remote facility must approach

instability, without reaching it, which means that the main

aspect to consider is the overall service rate µ2. More than

the queueing notation characterizing the remote facility, the

difference from local processing is that while the M/M/1 queue

describing the latter is reserved for that individual user, all

the N terminals use the same remote facility, where the tasks

offloaded by all of them converge.

Finally, we also consider that local processing is not always

successful. We define a local success probability, ς , that

captures how often the accuracy of the tiny ML model is

adequate. In contrast, remote processing at the edge computing

facility is assumed to always be successful. This assumption

can be justified by either the higher reliability of the remote

classifier or the fact that tasks offloaded there are repeatedly

processed until success. Instead, tasks whose inference in the

tiny ML model is not successful are subsequently transferred

to the remote facility after the first attempt.

This system model, shown in Fig. 1, implies that a task can

follow one of three possible routes: (i) With probability ας ,

it is processed locally successfully. (ii) With probability 1−α,

it is immediately offloaded to the remote facility. (iii) With

probability α(1−ς), it is processed locally but fails, and is

eventually sent to the remote facility, traversing both queues.

This would imply that the entire system can be characterized

as an M/G/1 queue, where we classify the service discipline as

“general” since we account for the linear combination of the

three cases described above. For this scenario, some analytical

results on AoI are well established [27]. However, to further

complicate things, processing in some of the paths involves

other sources sharing the queue. For this reason, we resort
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Fig. 1. System model. Local processing is chosen with probability α but
is successful only with probability ς . In the case of offloading (chosen with
probability 1−α) or failure of the local processing (probability α(1−ς)) the
task is processed in the remote computing facility, shared by N terminals.

to leveraging the known result [10], [21] that states that the

average AoI, ∆, can be computed as:

∆ =
E[T 2]/2 + E[ST ]

E[T ]
, (1)

where T is the interarrival time in the queue, i.e., the time

between generation of tasks by one source, and S is the system

time (i.e., the sum of the waiting time in the queue and the

service time). The principle of (1) is well known and follows

from geometric arguments [22].

Since (1) requires memoryless arrivals but works for a

generic service process, we can include a fixed delay to reach

the edge server, which in many cases can be relevant [9]. For

the sake of simplicity in the exposition, we do not consider

this extension in the analysis, although it would be immediate

to include the fixed delay to reach the edge server within the

term S. At the end of Section IV, we will show its impact.

In the system at hand, T is exponentially distributed, so

clearly E[T ] = 1/λ and E[T 2] = 2/λ2, thus (1) simplifies to

∆ =
1

λ
+ λE[ST ] . (2)

Computing E[ST ] would be easy for an M/M/1 queue. In

the case under exam, it becomes complex due to the parallel

service routes that a packet can experience. For an individual

packet, one can write E[S] = α(E[S])L + (1 − ας)(E[S])R,

where subscripts L and R stands for “local” and “remote,”

respectively. This holds since, according to the adopted system

model, the time spent by a task is the weighted sum of the

probability of being served through the local processing and

the edge server, where with probability α(1−ς) an initial local

processing fails and is then followed by the remote processing;

therefore, the task experiences both system times.

To compute both (E[S])L and (E[S])R we can use (35) in

[21]. For (E[S])L, we consider the AoI minus the term 1/λ
by taking a useful traffic of αςλ and a competing traffic of

α(1− ς)λ, representing unsuccessful classifications, insisting

on the same M/M/1 server. For (E[S])R, we adopt the same

approach, but we consider the useful and competing traffic

rates as (1 − ας)λ and (N−1)(1 − ας)λ, respectively, since

in this case there are no failures but extra traffic is contributed

by other N−1 sources.



However, the above approach results in an expression,

denoted as ∆1, which is not correct unless the offered load on

both servers is low. In this case, there is no queue on either

server, and the term E[ST ] in (2) can be split into E[S] ·E[T ]
and subsequently E[S] can be written as a weighted average.

In general, ∆′ can be seen as an upper bound of AoI [12],

where we neglect the option that tasks are processed along

multiple routes in different order of arrival.

As argued in [21], based on the considerations also ad-

vanced by [28] and [12], a scenario with parallel service is

generally complex. However, a solution is proposed in [29]

by approximating the age through multiple servers with the

weighted harmonic mean.

Thus, we take a further estimate ∆2 of the average AoI as

the weighted harmonic average of the paths, i.e.,

∆2 =
1

λ
+

[

ας

(E[S])L
+

1− α

(E[S])R
+

α(1− ς)

(E[S])L + (E[S])R

]

−1

.

Finally, as an empirical estimate, which is further verified

through simulation in the following section, we estimate the

average AoI ∆ as (∆1 +∆2)/2.

IV. RESULTS

We evaluate the formulas derived in the previous section

in a scenario where N terminals behave as sources of ML

tasks associated with a time critical application. These ML

tasks become computation jobs that are processed by FCFS

queues either locally or in a remote computing facility (i.e.,

a mobile edge computing server). The choice about this split

is via a randomized-alpha policy, i.e., each task is assigned

a probability α of local processing, whereas with probability

1−α it is offloaded to the remote server. The individual local

processing queue is exclusive to that source; the remote server

is instead shared by all offloaded traffic. Moreover, while

the offloaded tasks are always completed with success, local

processing is only successful with probability ς (i.e., local

inference does not achieve a sufficient confidence level with

probability 1−ς). If local processing fails, the task is also sent

(after local processing) to the remote server. All time and rate

values are reported as normalized to the local service rate µ1,

taken equal to 1 (inverse time units). The same plots work by

rescaling the numerical values if the same proportion of λ and

µ1, µ2 is kept.

In Fig. 2, we validate our estimate of the average AoI.

The parameters are µ1=1, µ2=16, N=25, ς=0.8, while we

consider λ as the independent variable and different values

for α. We plot the results of the analytical estimate, the upper

and lower bounds, and the simulation results. To understand

the figure, remember that this scenario involves the joint

management of two parameters with different meanings, that

is, the probability of local processing α and the intensity of

traffic generation λ [17]. Most of the literature investigates

the optimization of AoI via λ alone [22]. We show that the

optimization strongly depends on α too, controlling how much

traffic is sent to either server. Choosing a different α does not

mean that the AoI cannot be close to optimal, but λ becomes
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Fig. 2. Average AoI vs. data generation rate λ, for different values of
local processing probability α, local success probability ς = 0.8, N = 25
offloading sources, remote server rate µ2 = 16. All values are normalized to
µ1 taken equal to 1 per unit time.

completely different. In other words, a joint optimization of

both parameters at once is fragile, which makes a distributed

optimization challenging.

In particular, the curves rise relatively sharply as the edge

server instability approaches. In this case, the simulation re-

sults show a lower value since they are computed over success-

fully processed tasks only, but there are also many incomplete

or unprocessed tasks when instability is approached. As a side

note, it is difficult to exactly predict the optimum, since it

happens when the gap between the upper and lower bounds is

wider. This is because optimal server usage requires a careful

balance of both options for local or remote processing, which

is exactly when the analytical estimates are less accurate.

However, the lowest point of each curve occurs just before

the more powerful remote edge server reaches instability. In

this sense, local processing can be seen as a way to alleviate

the load on the remote server, in a way similar to classic

approaches to active queue management, that is, random

removal of tasks to avoid congestion [30]. Compared to these

approaches, we are not dropping tasks, but processing them

elsewhere, which represents a further improvement if properly

done.

However, this implies that identifying the precise pair of

optimal α and λ is quite a challenge. Increasing α further

pushes the limit of an unstable edge server, which causes the

lowest point of the curve to occur for a higher λ. In general,

a joint optimization of these two parameters is difficult and

possibly subject to high cross-variability of the parameters,

i.e., a small variation in α implies a high variability of the

optimal associated λ. In contrast, it is notable that the lowest

point of each curve is substantially equivalent, which will be

further discussed later on.

If we focus on the minimum achievable AoI with each

choice of α, we get Figs. 3 and 4. These are basically

the envelopes of the minima in Fig. 2, plotting the y-axis

value (minimum) and the x-axis value (minimizing point),

respectively, for different values of N . The local success

probability is kept at ς = 0.8 as before.

Differently from the individual curves of Fig. 2, these are
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Fig. 3. Minimum AoI vs. local processing probability α, under optimization
of the data generation rate λ, for different numbers of offloading sources N ,
local success probability ς = 0.8, MEC service rate µ2 = 12. All values are
normalized to µ1 taken equal to 1 per unit time.
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Fig. 4. AoI-minimizing data generation rate λ vs. local processing probability
α, for different numbers of offloading sources N , local success probability
ς = 0.8, MEC service rate µ2 = 12. All values are normalized to µ1 taken
equal to 1 per unit time.

relatively flatter. Although there is a minimum for the average

AoI and, as such, a best choice of the task generation rate λ,

a suboptimal choice of α alone does not cause a significant

change, provided that λ is still optimized. Thus, unlike the

fragility shown by the previous figure, setting the value of

α alone is relatively robust. This suggests an approach in

which a target value of α, even if not optimal but not far

from it, is communicated to the entire network, which would

still obtain near-optimal performance at the price of a small

communication exchange. In other words, while full-scale

optimization of the parameters, despite obviously achieving

the best results, is neither practical nor robust enough, limited

coordination and message exchange can be applied to improve

system management. If the terminals cooperate in the choice

of λ, they can converge towards an efficient choice.

Analogous to the previous figures, in Fig. 5 we plot again

the minimal average AoI but considering N fixed to 30 and

varying the success probability ς of local processing in each

curve. The trends are similar to Fig. 3, but in reverse, and we

remark that a similar plot can be drawn to show the minimizing

value of λ instead. In fact, the number of sources only affects

the shared edge server, while the probability of success only
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Fig. 5. Minimum AoI vs. local processing probability α, under optimization
of the data generation rate λ, for different values of local success probability
ς , N=30 offloading sources, MEC service rate µ2 = 12. All values are
normalized to µ1 taken equal to 1 per unit time.
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Fig. 6. Average AoI vs. data generation rate λ, for different values of
local processing probability α, local success probability ς = 0.8, N = 20
offloading sources, remote server rate µ2 = 12. All values are normalized to
µ1 taken equal to 1 per unit time.

influences the local server, so the curves do not differentiate

when α=1 (only local processing) in Fig. 3 and when α=0
(all traffic is offloaded) in Fig. 5.

Notice that lowering ς makes the AoI optimization more

difficult than increasing the number of users, as it makes it

more likely that a task is processed twice, thereby increasing

traffic on both servers. For a low ς (especially below 0.5),

the margin for optimization of the average AoI is limited, as

most tasks processed by the tiny ML model do not reach an

adequate level of confidence, and further processing on the

edge server is still required, which nullifies the role of local

processing in alleviating congestion for the shared part.

Finally, we also consider the impact of a constant delay

to reach the edge server [9]. To this end, we consider the

same queueing systems as before, but reaching the edge server

now implies an extra delay d2 constantly equal to 2.0 time

units. Analysis-wise, this only implies to replace the previous

computation of Sremote with Sremote + d2. Although this

extra delay worsens performance in terms of average AoI, it

also makes the edge server, in a sense, less susceptible to

congestion, since the constant delay d2 is always present and

does not depend on the offered load in the edge computing



facility. For space reasons, we do not replot all the curves

previously shown, but we just limit the analysis to Fig. 6,

which is analogous to Fig. 2 but with the extra delay d2 now

kept into account. In this figure, the curves for different values

of α become more similar (and a similar trend can be shown

for all other plots), therefore strengthening our conclusion

that, instead of looking for a fine-tuned optimization of α
simultaneous to the data injection, a layered approach where

α is pre-determined and λ is individually optimized would be

basically equivalent but easier to implement.

V. CONCLUSIONS AND FUTURE WORK

We analyzed the average AoI of a multiserver system

with alternative paths for task processing, which represents a

scenario where N terminals execute a time-critical application

that requires the processing of a sequence of computationally

intensive ML tasks. The options available to the terminals are

to process the task locally, with a tiny ML model, possibly

leading to low confidence inferences, or to offload the task to a

remote computing facility at the network edge, more powerful

and accurate, but prone to congestion [14], [17].

In our analysis, the choice of the offload probability is

parametric and shared by the entire network, yet this kind

of stateless policy is still efficient and often more robust

than fine-tuned optimization [20]. Our results confirm this

claim by demonstrating that the joint optimization of the

offload probability and the intensity of traffic generation can be

fragile, potentially leading to congestion or suboptimal choices

of parameters. Conversely, a layered approach with limited

signaling, such as binding all terminals to use the same offload

probability but leaving them free to choose their own data

injection rate, is more robust and efficient.

There are many possible developments of our analysis, e.g.,

considering alternative queue models, such as multiserver sys-

tems or deterministic service, as well as including preemption

or buffer limitations. Another interesting extension involves

game theory, with a comparison between optimal control and

Nash equilibrium along the lines of [9]. Finally, future work

can evaluate ML approaches in practical settings, identifying

vulnerabilities that arise under heavy usage.
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