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Abstract—We consider a real-time ftask-oriented application
operating over an intermittently available satellite-based commu-
nication network, aiming to collect status updates generated by
a remote sensing device. The system is modeled as a scheduling
problem over a finite horizon, corresponding to the duration
of the task, to minimize the peak Age of Information at the
destination. The number of updates that can be transmitted
is constrained by a transmission budget. Moreover, the status
updates are subject to delays caused by the store-and-forward
operation of the satellites, which may vastly vary depending on
the network conditions. We investigate three levels of awareness
regarding the connectivity conditions of the satellite network:
(i) scheduling without any information about connectivity con-
ditions, (ii) scheduling based solely on the current conditions,
and (iii) scheduling based on full connectivity knowledge. The
first case admits a relatively simple structure, for which a
periodic transmission strategy is adopted. The latter two cases
are formulated as semi-Markov decision processes and solved
to obtain the optimal transmission scheduling policy. Simulation
results demonstrate the impact of connectivity awareness on the
application performance at the destination. Through a simple
modeling approach, we provide first insights into the practically
relevant setting of store-and-forward satellite architectures.

Index Terms—Age of Information; Satellite Communications;
Intermittent Availability; Store-and-Forward.

I. INTRODUCTION

Future network scenarios, where intelligent terminals op-
erate collaboratively in dynamic and uncertain environments,
can envision a growth of task-oriented real-time applica-
tions, such as autonomous vehicle coordination, remote drone
surveillance, and emergency robotics during natural disasters
[1]. These applications require timely information to make
decisions that impact physical actions in the correct way.

A promising solution to sustain task-oriented real-time
applications effectively by providing wide-area, infrastructure-
independent connectivity is represented by satellite commu-
nications, which are experiencing a revived interest in view
of recent technological and standardization developments,
with the introduction of non-terrestrial networks in the 3GPP
ecosystem from Rel. 17. Satellite links can be crucial in
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remote, mobile, or disaster-affected environments where ter-
restrial networks are unavailable or unreliable. Low Earth orbit
(LEO) constellations offer reduced latencies compared to more
traditional geostationary satellites, enabling near real-time data
exchange, which makes them suitable for the aforementioned
applications [2]. However, data collection via LEO links poses
peculiar challenges, as satellites remain within the visibility
of a ground user for limited time windows and may not
always have a direct connection to a ground station to enable
delivery of information to the final destination. To tackle these
issues, the concept of store-and-forward has recently attracted
significant attention. In this approach, a satellite receiving data
from a ground user can store them in its buffer and transmit
them to the gateway once a direct link becomes available, or
forward them to other nearby satellites in the constellation
via inter-satellite links, which subsequently route them to the
gateway. Store-and-forward represents a practical solution for
satellite operators providing IoT services, and will be part of
the NB-IoT standard from the upcoming 3GPP Rel. 19.

From a quantitative standpoint, one suitable performance
indicator of information freshness for a task-oriented applica-
tion is Peak Age of Information (PAol) [3], i.e., the maximum
age that information reaches over a monitoring window, which
can be used as a strong assessment of the worst-case staleness
used by the controller. However, investigations of scheduling
policies that aim to reduce PAol typically rely on consistent
and predictable communication channels. This assumption
breaks down in an environment with intermittent connectivity,
e.g., when relying on LEO satellites. This can cause PAol
to spike, which complicates the task of determining when to
report the status of the system. The scheduling must then be
connectivity-aware, possibly adapting in real-time to channel
state information [4].

In this paper, we consider a task-oriented real-time appli-
cation where a sensing unit that reports information about
the system under monitoring is connected through a satellite
network, whose nodes use a store-and-forward policy. The
monitoring task has a predefined duration, and the sensing unit
is constrained to report a limited number of updates within
this window, e.g., due to energy constraints or duty-cycle
regulations. Hence, the problem is modeled as a finite-horizon
scheduling of the transmission opportunities.



The decision of scheduling a transmission is also affected by
the delay experienced on satellite links [5]]. From a modeling
standpoint, we adopt a discrete (slotted) time so that these
delays follow a discrete random distribution. Moreover, we
derive different scheduling policies based on different levels
of awareness of such delays.

II. RELATED WORK

In [6], the satellite uplink is considered for multi-access,
with a specific focus on how packet collisions are affected by
the different positions of the sending nodes in relation to the
satellite and how this reflects on the Age of Information (Aol).
However, from the perspective of scheduling, this is a plain
slotted ALOHA, whose Aol can be analyzed as in [7]-[9], and
in this regard, the authors extend the coordination of multiple
users, but not their scheduling.

Reference [10] makes two other different contributions in
the context of satellite communications and Aol. Specifically,
it proposes a closed-form expression for Aol derived from
the block error rate in a mixed satellite-terrestrial scenario,
using either orthogonal or non-orthogonal multiple access.
This specific analytical advancement actually relates to the
multiple access part only; as the authors themselves claim,
the analytical model is interchangeable and just applied to
the design of the scenario considered there. A similar inves-
tigation is presented by [11] with the additional element of
energy awareness, but again, the connectivity of the satellite
is included in all the nodes involved in the non-orthogonal
multiple access, being at the same time in line of sight with
the satellite. Moreover, another contribution in [10]] is in the
analysis of coalition formation as a potential game based on
the analytical characterization previously derived. As such,
there is also no direct scheduling of the transmission.

A more direct relationship with our analysis is present in
[5], where the overall LEO constellation and its intermittent
connectivity are modeled through a variable delay arising
from multiple satellites storing and forwarding the content
before ultimately delivering it to the destination. A similar
modeling approach is adopted in [12]] for a more general
setting involving tributary flows with different priorities, with
the primary case study again focusing on a LEO constellation.
Reference [[13|] also investigates significantly varying delay
conditions in remote inference applications served through
non-terrestrial networks. It considers a two-way delay between
the sensing unit and the destination, where the network delay
state evolves according to a finite-state ergodic Markov chain.

Finally, our previous work [4] considers a dynamic pro-
gramming approach for an Aol-minimal scheduling. However,
there are considerable differences with the present contribu-
tion, since that paper involves a minimization of the average
Aol, as opposed to peak Aol, and also only investigates a
single satellite link. As a result, the connection can only be
available or not, but always results in a constant delay when
available (which cannot further be optimized), an issue that
we also investigated in [14]. In this contribution, we adopt not

only another optimization objective, but also a different multi-
dimensional model of the connection quality that expands the
binary state of an intermittent connectivity to a variable delay.

III. MODELING APPROACH AND CONTRIBUTIONS

To characterize the system under study, we consider a
ground user that generates time-stamped status updates ad-
dressed to a monitoring gateway. End-to-end connectivity is
achieved in two stages: (i) the user transmits the status updates
to a LEO satellite through an uplink channel, and (ii) the LEO
satellite forwards the updates to the gateway over a downlink
network. The user operates over a finite horizon of T time
slots and is allowed to make at most m transmission attempts.

The uplink channel is modeled to capture intermittent
connectivity, alternating between periods of satellite coverage
and intervals during which no link is available, as com-
monly observed in LEO constellations [15]. To this end, we
assume that the uplink channel state U,, in any time slot
n € {1,2,...,T} can take values in {1,2}, representing
the absence and presence of connectivity, respectively. The
evolution of the process U, is assumed to follow a two-state
Markov chain that makes a single transition at the end of each
time slot, thus determining the uplink channel state for the
subsequent slot. When the uplink channel is available in the
nth time slot, i.e., U, = 2, the ground user can successfully
deliver a status update to the LEO satellite over the slot.

Upon receiving a status update, the LEO satellite forwards it
to the gateway through a downlink network. The transmission
is always successful, but experiences a varying delay. Specif-
ically, we assume that the downlink network state D,, in any
time slot n € {1,2,...,T} can take N possible values, i.e.
D, € {1,2,...,N}, each corresponding to a distinct constant
transmission delay, denoted by {di,ds,...,dn} time slots,
respectively. The process D,, evolves according to an N-state
Markov chain that makes a single transition at the end of each
time slot. If the LEO satellite forwards a status update in time
slot n when the downlink network is in state D,, = 17, the
gateway receives the update d; time slots later.

This modeling approach offers a simple, yet insightful way
to capture the store-and-forward paradigm. Downlink network
states with small delays correspond to scenarios where a direct
link is available between the LEO satellite and the gateway,
enabling immediate forwarding. Conversely, states with large
delays represent cases where the satellite must store the update
until its trajectory brings it into visibility of the gateway.
Finally, intermediate delay states can model the latency intro-
duced when updates pass through inter-satellite routes within
the LEO constellation before reaching the gateway.

In this setup, we consider the Aol at the gateway, defined
in any time slot n € {1,2,...,T} as [16]

571 =N —0n, (1)

where o,, denotes the time slot in which the most recently
delivered update by time slot n was generated at the ground
terminal. Also note that we set o,, = 0 if no updates have yet
been delivered to the gateway by time slot n.



As our performance indicator, we focus on the peak Aol
over the entire time horizon, defined as

A=  max §,. )

ne{l,2,....T}
We study the problem of determining when the ground user
should transmit, i.e., when it should send freshly generated
status updates over the available time slots, to minimize the
experienced peak Aol.

IV. TRANSMISSION SCHEDULING TECHNIQUES

In this section, we provide transmission schedulers for
scenarios that capture a broad range of practical settings.
Across these scenarios, the scheduler is assumed to possess
progressively higher levels of connectivity awareness regard-
ing the uplink channel and the downlink network.

A. No Connectivity Information

We begin with the simplest case, in which the ground user
does not have information about the processes U, and D,,.
This setting is relevant for basic IoT terminals that can only
transmit and are not provided with location information, such
that the current availability of the satellite cannot be exploited.

For this case, we adopt a periodic schedule whose transmis-
sion happens in time slots

T
= | — ) 1,...
k; {m—i—l—"ze{’ ,m}

where |-] denotes rounding to the nearest integer.

When the uplink channel is not available at any of the
scheduled transmission time slots, the transmission fails and is
not delivered to the gateway. Although this design is simple, it
leverages the benefits of periodic updates to reduce the PAol.

B. Transmission Scheduling Based on the Knowledge of Cur-
rent Connectivity Conditions

A slightly more advanced solution foresees the possibility
for the ground user to observe the availability of the uplink
channel U,,, and the LEO satellite to be aware of state D,,.
These conditions are inspired by practical settings, as terminals
typically detect the presence of a downlink signal prior to
attempting transmissions, and the current constellation and
routing conditions are known at the satellite. In this setting,
we assume that, in the presence of connectivity, the satellite
transmits the current downlink state information D,, to the
ground user at the beginning of the same time slot. As a result,
the ground user can rely on knowledge of uplink availability
and delay to be expected for a delivery when deciding whether
to transmit an update. We further assume that the ground user
cannot initiate a new transmission until the previous one has
been successfully delivered to the gateway. This is primarily
adopted for modeling convenience, yet stands reasonable, as
the problem of interest typically involves a moderate number
of transmissions m that must be efficiently allocated over a
large time horizon. Although there is no end-to-end feedback
from the gateway, the ground user can still determine the exact
delivery time of each transmission, since each D,, corresponds

to a deterministic downlink delay. For the same reason, the
user can also track the Aol process §,, at the gateway. However,
the ground user cannot know when the uplink channel will
become available again after the previous transmission, as the
evolution of U, is a stochastic process.

The optimal strategy in this case can be found resorting
to a finite-horizon Semi-Markov Decision Process (SMDP),
characterized by the following components.

Decision Time: Any time slot n € {1,2,...,T} is a
decision time slot if the uplink channel is available, i.e.,
U, = 2, and there is no ongoing transmission that has not
yet been delivered to the gateway. Let ki, ko, ..., kys denote
the finite number of decision times occurring over the time
horizon of T slots.

State Definition: For any k;, the system state is represented
by the tuple (0y,, Dy, ,rk,, Ak, ). Here, 0, denotes the Aol at
decision time n = k;, as defined in @), Dy, is the current
downlink network state, r, indicates the remaining number
of allowed transmissions, and Ay, corresponds to the peak
Aol incurred by decision time k;.

Action: At time k;, the ground user selects action ay,, which
is either to initiate a new transmission or to remain idle. A new
transmission can be initiated provided that it will be delivered
no later than the final time slot 7', i.e., k;+dp, < T, and that
at least one additional transmission is permittea, ie., rg, > 1.

State Transitions: The state transitions depend on the
action taken by the user and are described as follows:

e Idle action: If the ground user remains idle at deci-
sion time k; with state (O, Dg,, 7k, Ak;), the next
decision time k;;; is the smallest integer j such that
ki +1 <7 <T and U; = 2. The state at k;; becomes
(5k1+1 ) Dk11+1 9 rki+1 I Aki+1 )’ Where

= Opyy = Ok, HRip1 — K

— the downlink network state evolves according to its
corresponding Markov chain

= Thkipzr = Tk

- Aki“ = max(dki + ki-’,—l — ki, Akl)

o Transmit action: If the ground user transmits at de-
cision time k; with state (0y,, Dx,,7k;, Ak, ), the next
decision time k;,; is the smallest integer j such that
ki+dp, <j <T and U; = 2. The state at k;; becomes
(6ki+1 ) Dki+1 y kit Aki+1 )* where

= Opyy = ki1 — Ky

— the downlink network state evolves according to its

corresponding Markov chain
= Thiya = Thi — 1
- Aki“ = max(k;r1 — ki, Ok, +dp, — 1, Ag,).
We assume that the uplink channel is available at time slot

n = T, ie.,, Ur = 2. This assumption does not affect the
Aol evolution, since the ground user cannot initiate a new
transmission at time slot n = 7', regardless of the uplink
channel’s availability. The purpose of this assumption is to
ensure that, when there are remaining time slots in which the
ground user cannot start a transmission, it keeps selecting the
idle action, and the process terminates at the decision time



ky = T with state (0k,,, Diyyy Thags Dk, ). Here, Ay, is
equal to the peak Aol A defined in (2).

Reward: The reward function R, (n,Dn,7n,An) is
nonzero only at the terminal time slot n = kp; = T with
state (Ok,ys Dknss Thass Dy, )» and is defined as

Riens (5/€M s Diongs Thons s AkM) = 7Ak'M' 3)

We can obtain the optimal transmission scheduling policy
through dynamic programming via the backward recursion
algorithm, which solves the SMDP defined above by maxi-
mizing the expected reward, i.e., by minimizing the expected
peak Aol.

The optimal policy 7y (Jx,, D, T,, Ak,) specifies the op-
timal action, either idle or transmit, in any possible deci-
sion time slot k; € {1,2,...,7 — 1} and for every state
(0%, Dk, s Tk;, Ak, ). This policy is obtained in two parts:

Initialization: We initialize the value function in the termi-
nal time slot kp; = T for every state as

Vo (07, Dp,rp, Ap) = —Ar. (€]

Backward Recursion: We sequentially compute the value
function Vi, (0k,, Dk,, 7'k, , Ak, ), and thus the optimal action
75 (Ok> Di; ki, Ak, ), for all possible decision time slots
ki=T-1,T-2,...,1 and for every state (0, , Dk,, 'k, , Ak,)
through the backward recursion algorithm that consists of the
following steps:

1) The action-value function Qy, (0k,, Dk, , 7k, , Dk, ak; ) is
evaluated for every state and for each action ay, at the possible
decision time k; =71 — 1:

qu‘ (6/% ) Dkia Tkis Aklv aki)
=K |:Vk'i+1 (6ki+1 ) Dki+1 »Thigs AkH»I) ‘ aki:| : &)

2) The value function Vi, (dy,, Dy, ,rk,, Ak,) and the op-
timal action 7} (d,, Dy, 7k, Ax;) for every state at the
decision time k; =T — 1 are computed as

Vki (5k'ia Dki » Tk Akz)

= max

Qk; (Okys Diey s ey s Ay ag,), (6)
ay, €{IDLE, TRANSMIT}

71—]1- (51% ’ Dkl s They s Akl)

= arg max
ak, € {IDLE,TRANSMIT}

ka (6k7 ) Dk7 y ks Ak1 ) aki)‘ (7

3-) Steps 1 and 2 are then repeated sequentially for all
remaining possible decision times k; =17 — 2,7 —3,...,1.

Note that, as long as the value function V,,(8,,, Dy, 7n, Ay)
evaluated in time slots n > k; is available, the conditional
expectation in (3) can be computed. This condition is ensured
at each iteration of the backward recursion algorithm by the
initialization part and (6).

C. Transmission Scheduling Based on the Knowledge of Full
Connectivity Conditions

In the last case, we consider a setting in which the transmis-
sion scheduler has access to the entire uplink channel availabil-
ity sequence {Uy,Us,...,Ur} and the downlink network de-
lay state sequence { D1, Ds, ..., D7} when making decisions.
This setting may correspond to some real-time applications in
which the ground user precisely knows the satellite’s visibility
duration, for instance, by leveraging location information and
pre-loaded satellite ephemerides.

For any given sequences {Uy,...,Ur} and {Dy,...,Dr},
this transmission scheduling problem can be modeled as a
deterministic finite-horizon SMDP, similar to the one defined
in Section The only difference is that the state tran-
sitions occur according to the pre-known sequences, rather
than stochastically as in the Markov chain case. The optimal
transmission scheduling policy can still be obtained using the
backward recursion algorithm. Equations @)—(7) remain valid;
whereas the expectation in (5) is no longer required.

V. SIMULATION RESULTS

In this section, we compare the average PAol achieved by
the three transmission scheduling policies obtained throughout
the paper. We consider a finite horizon of 7" = 100 time slots.
The Markov chain D,,, representing the downlink network,
has IV = 2 states with transition probability matrix

0.75 0.25
Pp = [0.25 0.75] '

The downlink network states D,, € {1, 2} correspond to store-
and-forward delays of 2 and 5 time slots, respectively.

For convenience, we use the abbreviation TSW/CC to
denote the periodic transmission scheduling policy obtained
for the case in which the ground user has no information about
the connectivity conditions. Likewise, we use TSWCCC and
TSWFCC to denote, respectively, the policies obtained for the
cases in which the user has access to the current connectivity
conditions or full connectivity conditions for scheduling.

Fig. [T] shows the average PAol performance achieved by
the policies for the number of allowed transmissions m &
{3,4,...,15}. Here, we set the transition probability ma-
trix Py of the Markov chain U,, representing the uplink
channel availability, equal to PD As seen in Fig. not
having information about the connectivity conditions results
in a significant performance degradation: TSW/CC achieves
approximately twice the PAol of the other policies. Moreover,
the other two policies perform similarly. The key distinction
is that, although TSWFCC achieves a slightly lower PAol,
it is computationally more expensive than TSWCCC, since
TSWCCC can be reused across multiple tasks as long as the
statistics of the connectivity conditions remain the same, i.e.,
the Markov chains U,, and D,, do not change across tasks. In
contrast, TSWFCC must be recomputed for each specific pair

In the simulations, U; and D; are randomly initialized according to the
steady-state distributions of their corresponding Markov chains.
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of sequences {Ui,...,Ur} and {D,...,Dr}. The results
offer an interesting insight, showing a simple knowledge of
the current connectivity conditions is enough to reap most of
the improvements.

Fig. 2] on the other hand, reports the average PAol for
different mean durations of uplink unavailability (in time
slots). Here, we set the number of allowed transmissions to
m = b, and the transition probability matrix Py of the Markov
chain U, is given by

I—-p p

Fv = { 0.5 0.5]'
Note that the mean duration of uplink unavailability is 1/p,
i.e., the expected number of steps for the Markov chain U,
to leave state 1. As expected, the performance degrades for
all policies as the mean duration of uplink unavailability
increases, due to the lower frequency at which updates can
be delivered. On the other hand, substantial improvements
are attained with a simple scheduling approach that leverages
current connectivity conditions, whereas minimal further gains
are triggered by the knowledge of future network conditions.

VI. CONCLUSION

In this paper, we study the scheduling of status updates
within a finite time horizon for a real-time, task-oriented appli-
cation operating over an intermittently available satellite-based

network that employs a store-and-forward policy. We consider
three progressively more complex transmission scheduling
problems in terms of connectivity awareness. In the simplest
case, where the ground user has no information about the
uplink channel availability or the downlink network state,
we adopt a periodic transmission strategy. The other two
scheduling problems—corresponding to settings in which the
ground user has access to either the current or full information
about the uplink channel and downlink network states—are
formulated as Semi-Markov Decision Processes (SMDPs)
and solved using a dynamic programming algorithm, namely
backward induction. Our results demonstrate that awareness
of satellite connectivity has a significant impact on scheduling
decisions and peak Aol performance.
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