LLM Ensemble for RAG: Role of Context Length in

Zero-Shot Question Answering for BioASQ Challenge
Notebook for the BioASQ Lab at CLEF 2025

Dima Galat!, Diego Molla-Aliod?

"University of Technology Sydney (UTS), Australia

*Macquarie University, Australia

Abstract

Biomedical question answering (QA) poses significant challenges due to the need for precise interpretation of
specialized knowledge drawn from a vast, complex, and rapidly evolving corpus. In this work, we explore how
large language models (LLMs) can be used for information retrieval (IR), and an ensemble of zero-shot models
can accomplish state-of-the-art performance on a domain-specific Yes/No QA task. Evaluating our approach
on the BioASQ challenge tasks, we show that ensembles can outperform individual LLMs and in some cases
rival or surpass domain-tuned systems - all while preserving generalizability and avoiding the need for costly
fine-tuning or labeled data. Our method aggregates outputs from multiple LLM variants, including models from
Anthropic and Google, to synthesize more accurate and robust answers. Moreover, our investigation highlights a
relationship between context length and performance: while expanded contexts are meant to provide valuable
evidence, they simultaneously risk information dilution and model disorientation. These findings emphasize IR as
a critical foundation in Retrieval-Augmented Generation (RAG) approaches for biomedical QA systems. Precise,
focused retrieval remains essential for ensuring LLMs operate within relevant information boundaries when
generating answers from retrieved documents. Our results establish that ensemble-based zero-shot approaches,
when paired with effective RAG pipelines, constitute a practical and scalable alternative to domain-tuned systems
for biomedical question answering.
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1. Introduction

Biomedical Question Answering (QA) is a challenging task, and BioASQ is an annual competition
aimed at fostering the development of intelligent systems specialized in Information Retrieval (IR)
and QA within the biomedical domain [1]. The competition consists of three distinct phases: phase A,
which focuses on a biomedical IR task; phase B, centered on QA and summarization tasks; and phase
A+, which seeks to develop an end-to-end approach for both phases of the challenge combined, has
been introduced for the first time in 2024 to encourage further development in this area [2]. Notably, a
third of the participating teams attempted all three phases of the challenge that year.

This paper presents the following key advancements:

+ We develop a zero-shot QA ensembling framework that leverages Large Language Models (LLMs)
and answer synthesis to accomplish state-of-the-art results on a Yes/No QA task.

« We design a multi-stage biomedical IR pipeline that combines LLM-generated queries, BM25
lexical search, and semantic reranking to enable high-recall, high-precision document selection
for Retrieval-Augmented Generation (RAG) QA in Phase A+.

« We demonstrate how context influences the QA results and show that IR is still an important part
of a modern end-to-end QA solution.
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2. Related work

IR and QA are two well-established fields in Natural Language Processing (NLP) and both of them
have had extensive research for decades. Most relevant for us is work on the use of LLMs for query
generation in IR, answer re-ranking after a first pass by a traditional retrieval system, and the use of
LLMs and RAG for QA.

LLMs have been used to generate search queries, or to rewrite initial search queries to improve
their performance. Techniques include the use of zero-shot, few-shot and chain-of-thought prompting
[3, 4, 5], supervised fine-tuning [6], and reinforcement learning [7].

Search results have been reranked using a wide range of techniques, the most common being applying
a similarity metric such as cosine similarity to the output of a cross-encoder or a twin model such as
Sentence-BERT [8]. Google released the ReFr open-source framework for re-ranking search results,
which allows researchers to explore multiple features and learning methods [9].

LLMs have also been used to generate answers to questions, either in a zero-shot, or few-shot manner,
or by fine-tuning on question-answering datasets. The integration of contextual information through
RAG consistently improves answer quality and factual accuracy compared to LLM approaches not
relying on additional relevant context information [10]. A quick look at the proceedings of BioASQ 12
at CLEF 2024 shows that, out of a total of 23 papers, 6 papers used the terms LLM or Large Language
Model in their title, and 3 additional papers used the terms RAG or Retrieval-Augmented Generation.

3. Our methodology

3.1. Information Retrieval Pipeline

To support high-quality RAG for Phase A+, we developed an IR pipeline that integrates traditional
lexical search with LLM-based query generation and semantic reranking (Fig. 1).

We index all PubMed article titles and abstracts in an Elasticsearch instance, using BM25 retrieval
as the ranking function. For each input question, we use Gemini 2.0 Flash to generate a structured
Elasticsearch query that captures the semantic intent of the question using synonyms, related terms,
and full boolean query string syntax rules supported by Elasticsearch. This query is validated using
regular expressions and then is used to retrieve up to 10,000 documents.

If the initial query returns fewer than five documents, we invoke Gemini 2.5 Pro Preview (05-06)
to automatically revise the query. The model is prompted to enhance retrieval recall by enabling
approximate matching and omitting overly rare or domain-specific terms. This refinement step is done
to improve the query coverage while maintaining relevance. Our experiments have shown that this
process is required in less than 5% of the queries in the BioASQ 13 test set.

Following document retrieval, we apply a semantic reranking model (Google semantic-ranker-default-
004) to reduce the number of candidate documents [11]. This model re-scores the initially retrieved
documents based on semantic similarity to the original question, allowing us to select the top 300 most
relevant documents. This reranked subset is used for downstream RAG-based QA, since despite really
long context supported by modern Transformer architectures [12, 13], we could not get adequate QA
results on full article abstracts without this step.

This multi-stage retrieval approach, combining LLM-generated queries, a traditional BM25 search,
and semantic reranking, enables flexible, high-recall, and high-precision document selection tailored to
complex biomedical queries.

Finally, we have added additional IR searches to handle the cases where a QA step does not return
a response based on the evidence retrieved from Elasticsearch. We have observed that Elasticsearch
context might not provide sufficient evidence for QA in 3-7% of test cases for Phase A+, depending
on the batch. An automated process is used to expand IR sources to address these cases. First, we are
using a Google search restricted to PubMed sources to attempt to find new matches. If that fails, we
extend our sources to include Home of the Office of Health Promotion and Disease Prevention, WebMD,
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Figure 1: IR process

Healthline, and Wikipedia. This ensures that we have an answer candidate for all questions in Phase A+
test sets.

3.2. Question Answering Pipeline

We adopt a unified, zero-shot QA framework for both Phase A+ and Phase B of the challenge. While the
core QA procedure remains consistent across phases, Phase A+ incorporates an additional IR step to
verify the presence of candidate answers within relevant documents (described at the end of Section 3.1).
This ensures that selected documents contain sufficient information to support answer generation.

The system uses zero-shot prompting, tailored to the question type: Yes/No, Factoid, or List. We
experiment with multiple types of input context: (1) IR-derived results from Phase A+, (2) curated
snippets provided in Phase B, and (3) full abstracts of articles selected during Phase B. This allows us to
examine the influence of context granularity on answer accuracy and completeness.

To generate candidate answers, we leverage several large language models (LLMs): Gemini 2.0 Flash,
Gemini 2.5 Flash Preview (2025-04-17), and Claude 3.7 Sonnet (2025-02-19). Prompts are adjusted using
examples derived from the BioASQ 11 test set, improving the response structure and quality.

To consolidate candidate answers, we perform a secondary synthesis step using Gemini 2.0 Flash.
This model is prompted to resolve any contradictions, select the most precise and specific answer
components, and integrate complementary information into a single, unified response. As part of this
step, the model also returns a confidence score estimating the reliability of the synthesized answer. If
the score is below a predefined threshold (0.5, determined empirically), the synthesis is re-run with
reduced sampling temperature (from 0.1 to 0.0) to improve determinism. This synthesis process is
evaluated using the BioASQ 12 dataset to ensure consistency with benchmark standards.



Table 1
Results of our runs on BioASQ 13 Phase A+, Yes/No questions.

Batch System Accuracy Ranking
3 Extractive 0.73 41
(last) 0.23 58
4 Extractive 0.92 1
Simple truncation  0.88 11
Kmeans 0.65 67
(last) 0.65 67
Table 2
Results of our runs on BioASQ 13 Phase A+, Factoid questions.
Batch System MRR Ranking
3 Extractive 0.14 41
(last) 0.05 47
4 Extractive 0.43 17
Simple truncation  0.29 51
Kmeans 0.05 62
(last) 0.05 62

4. Results

4.1. Phase A+

BioASQ competition results are evaluated using accuracy, which measures the proportion of correctly
answered yes/no questions, and MRR (Mean Reciprocal Rank), which assesses how early correct answers
appear in the ranked list of factoid question responses.

Our IR pipeline has been actively developed during the BioASQ 13 competition, and as a result, it
was not ready in time to submit the first two batches. Notably, on batch 4, our system achieved state-
of-the-art results on Yes/No questions, underscoring the effectiveness of the RAG approach described
in Section 3.1 (Table 1). Despite this success, our system encountered challenges in producing the
structured output required for List and Factoid questions, which is a consistent issue we’ve seen with
zero-shot generation. Table 2 shows the results for factoid questions. It’s important note that Simple
truncation is a system using Gemini 2.0 Flash described in Figure 1, and Extractive is the system using
Claude 3.7 Sonnet —which worked better for long context extraction despite technically having a smaller
context size available.

4.2. Phase B

We evaluated our system on the BioASQ 12 dataset and observed competitive performance across all
batches. Overall, our system ranked 5th for exact answers across our experiments compared to systems
presented last year, with batch 4 posing the greatest challenge across all question types. Among the
models tested, Gemini consistently outperformed Claude, with Gemini 2.0 Flash showing significantly
better results compared to Gemini 2.5 Flash or Pro. The system showed its strongest performance on
Yes/No questions, while List-type questions were the most challenging. We found that using longer
contexts —like full abstracts —generally hurts the answer quality. This can be attributed to difficulties
in generating well-structured outputs for List and Factoid questions, further highlighting that answer
generation and formatting should be decoupled into separate stages to improve the results on exact
questions requiring more nuanced responses than a binary answer.

Across the BioASQ 13 Phase B batches, our system demonstrated consistently strong performance on
Yes/No questions. In batches 1, 2, and 3 we achieved state-of-the-art results on Yes/No questions using



Table 3

Results of our runs on BioASQ 13 Phase B, Yes/No questions.

Batch System Accuracy Ranking
1 Simple truncation  1.00 1
Extractive 0.94 23
Kmeans 0.94 23
(last) 0.29 72
2 Simple truncation  1.00 1
Extractive 0.88 47
Kmeans 0.88 47
(last) 0.47 72
3 Simple truncation  0.95 1
Extractive 0.95 1
Kmeans 0.95 1
(last) 0.27 66
4 Simple truncation  0.96 3
Extractive 0.96 3
Kmeans 0.96 3
(last) 0.27 79
Table 4
Results of our runs on BioASQ 13 Phase B, Factoid questions.
Batch System MRR Ranking
1 Simple truncation  0.44 38
Extractive 0.38 53
Kmeans 0.37 54
(last) 0.11 67
2 Simple truncation  0.57 20
KMeans 0.54 32
Extractive 0.52 36
(last) 0.07 66
3 Simple truncation  0.60 2
Kmeans 0.49 4
Extractive 0.10 55
(last) 0.03 59
4 Kmeans 0.50 30
Extractive 0.48 38
Simple truncation  0.45 46
(last) 0.05 73

snippets provided for this stage and an ensemble of Gemini 2.0 Flash and Gemini 2.5 Flash Preview
(2025-04-17) (Table 3). In batch 3, we managed to refine our prompts to also achieve a second place
in Factoid questions using the same model and context selection (Table 4). In batch 4, this approach
ranked third on Yes/No questions (Table 3), demonstrating the robustness of our synthesis pipeline

across varied input selection strategies.



5. Conclusion and Future Work

5.1. Conclusions

This work demonstrates the effectiveness of integrating zero-shot LLMs with traditional IR systems for
providing an end-to-end approach for QA. LLMs can help bridge the semantic gap between queries
and relevant documents and are effective when used in a specialized domain [14]. Our findings align
with the growing trend, as evidenced by the substantial adoption of LLM and RAG techniques in recent
BioASQ competitions [2], as well as with studies that show that query rewriting provides substantial
performance advantages [3, 5, 4].

The multi-stage IR pipeline approach provides robust performance while maintaining computational
efficiency. We have shown that a combination of LLM query generation, cross-encoder re-ranking,
and RAG are capable of processing very long domain-specific contexts, achieving a SOTA Yes/No QA
system performance on multiple BioASQ batches this year. We found that producing structured data
outputs for other question types can be challenging, especially as the context size increases.

5.2. Future Work

Several promising directions emerge from this research that warrant further investigation:

Evaluation and Robustness: Developing more comprehensive evaluation frameworks that assess
not only accuracy but also consistency, bias, and hallucination rates across diverse query types and
domains [15]. ARES proposes an approach for evaluating RAG systems that fine-tunes lightweight LLM
judges using synthetic data and minimal human annotations, achieving high accuracy across tasks and
domains while outperforming prior methods [16].

Interactive Systems: Development of conversational interfaces that can clarify ambiguous queries,
and provide explanations for retrieved information and generated answers [17]. Uncertainty detection
methods can be used to dynamically trigger retrieval in RAG systems, reducing unnecessary retrievals
while maintaining or even improving answer quality in long-form question answering tasks [18].

6. Declaration on Generative Al

During the preparation of this work, the author(s) used Grammarly to assist with grammar and spelling
checks, paraphrasing, and rewording. The authors confirm that the intellectual content, analysis,
interpretations, and conclusions presented in this paper are entirely their own and take full responsibility
for the publication’s content.
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