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Abstract
This paper presents our participation in the EXIST (sEXism Identification in Social neTworks) challenge at CLEF
2025, focusing on the classification of tweets and memes. We participated in all the tasks for tweets and memes,
including both hard and soft classifications for tweets and hard classification for memes. For tweet classification,
we propose a multi-task headed BERT model enriched with relevant information surrounding the tweet, helping
the model achieve a full understanding of the tweet and its context. For memes, the paper explores the use
of a Vision-Language Model (VLM)-based application to detect and categorise sexism in different scenarios,
leveraging the ability of such models to understand the relationship between images and text in situations where
sexist ideas are often expressed subtly. Our solutions achieved excellent performance, ranking first in all soft-soft
tweet classification tasks and second in all hard-hard meme classification tasks.

Content Warning: This paper includes examples of hateful, explicit and sexist language presented
for illustrative purposes.
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1. Introduction

Sexism, in the form of pre-judges or hateful comments, is a prevalent form of digital violence that
must be addressed in a context where social networks and digital platforms are ubiquitous. In 2024,
81% of French women reported experiencing sexist comments on these platforms [1]. This concerning
situation presents a major societal challenge, creating a balance between the ethical expectations of
moderation and the need to protect free expression. This work takes place against a backdrop in which
platforms such as Meta are drastically relaxing their moderation policies, exacerbating the risks of
polarisation and gendered hatred [2, 3]. At the same time, masculinist discourse is gaining in visibility,
making it essential to develop tools capable of mapping and countering these dynamics in real time.
Today’s forms of sexism extend beyond verbal attacks, with diverse representations such as videos,
comments, or images appearing on platforms like X (former Twitter), Instagram or TikTok [4].

Therefore, automatic identification of sexist content on social media becomes a crucial task. To foster
such initiatives, the EXIST 2025 challenge [5, 6] comprises nine subtasks in two languages, English
and Spanish, which are the same three tasks (sexism identification, source intention detection, and
sexism categorisation) applied to three different types of data: text (tweets), image (memes), and video
(TikToks).

• Sexism Identification (Subtasks 1.1, 2.1 and 3.1) : This task involves binary classification
to determine whether a given tweet, meme, or TikTok video contains sexist expressions or
behaviours. The categories are YES and NO.
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• Source Intention Detection (Subtasks 1.2, 2.2 and 3.2): Once a message has been classified
as sexist, this task aims to categorise the message according to the intention of the author. For
tweets and videos, the categories are DIRECT, REPORTED, and JUDGEMENTAL. For memes,
due to their characteristics, the REPORTED label is virtually null, so systems should only classify
memes with DIRECT or JUDGEMENTAL labels.

• Sexism Categorisation (Subtasks 1.3, 2.3, 3.3): This task involves classifying sexist content
into one or more categories: IDEOLOGICAL AND INEQUALITY, STEREOTYPING AND
DOMINANCE, OBJECTIFICATION, SEXUAL VIOLENCE, and MISOGYNY AND NON-
SEXUAL VIOLENCE.

The categories of sexism used in this study are defined on the EXIST 2025 challenge website. Given
the complexity and the need for comprehensive detection tools, we decided to tackle both tweet-based
subtasks (1.1, 1.2, 1.3) and meme-based subtasks (2.1, 2.2, 2.3) in our work. To address this challenge, we
evaluated and compared state-of-the-art techniques, incorporating our insights to propose two tailored
solutions: one for textual classification and another for meme classification.

The remainder of the paper is organised as follows. In Section 2, we provide a brief overview
of approaches used for automatic detection of sexist content. We then describe the dataset and the
evaluation metrics in Section 3. We describe our proposed solutions for tweets and memes in Section 4.
We report the results of our experiments in Section 5. Section 6 concludes the paper and outlines the
directions for future work.

2. Related Work

In this section, we present the different approaches used to detect online sexism. These methods fall
into four broad categories: traditional approaches, Deep Learning-based approaches, transform-based
approaches (BERT and LLM) [7, 8], and multimodal approaches.
Before the emergence of deep architectures, a number of studies used classic machine learning methods
- such as Logistic Regression, SVMs or Random Forests. These methods were generally combined with
feature extraction techniques (N-Grams, TF–IDF, Static Word Embeddings) [9]. While these approaches
provided reasonable performance, they were limited in their ability to handle contextual variations and
language evolution.
Deep Learning models have made it possible to capture complex patterns using specialised architectures.
CNN-BiLSTM architectures, combining convolutional neural networks (CNNs) to detect local patterns
(e.g. offensive N-Grams) and BiLSTMs to model long-term contextual dependencies, marked a significant
advance [10].
The advent of transformers has revolutionised the detection of sexism thanks to their ability to encode
the overall context of text:

• BERT and derivatives: Models such as RoBERTa [11] or DeBERTa [12], pre-trained on massive
corpora, capture semantic nuances and sexist undertones [13].

• LLM and contextual reasoning: LLMs (e.g., Llama-3 [14]) fine-tuned with methods like LoRA
[15] incorporate advanced reasoning capabilities, essential for interpreting emerging cultural
references or sarcasm [16].

• Enrichment by sentiment analysis: Sentiment analysis techniques are used to enrich transform
models in order to detect emotional nuances and tonality. This approach proves effective in
spotting sexist comments sometimes disguised under a veneer of positive or neutral sentiment
[17].

Existing datasets have played a crucial role in advancing the field of online sexism detection. Notable
examples include:

• Sexist Stereotype Classification (SSC) [18]: Collected from Instagram hashtags like #bloody-
men and #metoo, this English dataset contains 5,544 comments annotated manually and through
active learning.
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• Semeval 2023 Task 10 [19]: Focused on explainable detection of online sexism, this dataset
includes 20,000 English comments from Gab and Reddit, annotated by 19 female annotators with
expert review for disagreements.

• EXIST 2021-2025 [20, 21, 22, 23, 5]: These datasets comprise tweets in English and Spanish,
with the detailed annotator demographics included starting from 2023. Notably, the definition
of sexism varies across sociocultural contexts and annotator biases. The adoption of paradigms
like Learning with Disagreements (LeWiDi) enables consideration of multiple and sometimes
contradictory annotations, thus improving model robustness [24].

These datasets have contributed significantly to our understanding of online sexism, enabling researchers
to develop more accurate and robust detection methods. With the rise of visual social media platforms,
sexism is increasingly conveyed through multimodal forms such as memes, which blend text and images
to encode prejudice in subtle, culturally loaded ways. This shift has spurred research into models
capable of understanding both modalities simultaneously. Several key datasets support this area:

• MAMI (SemEval-2022) [25]: A benchmark dataset with 10,000 memes annotated for sexism and
fine-grained categories (e.g., shaming, objectification).

• MIMIC [26]: A Hindi-English code-mixed dataset tackling misogyny in multilingual, multimodal
memes with classification tasks.

• EXIST 2024–2025 [23, 5] : A shared task that extended sexism detection to memes and, more
recently, TikTok videos, leveraging the LeWiDi paradigm for multilingual and multimodal chal-
lenges.

The correlation between textual and visual elements in memes make VLMs (Vision Language Models),
architectures built by combining large language models and vision encoding, suitable for the task.
Several studies have been done on applying VLMs to social media memes for semantic understanding
[27] and hate speech detection both in a zero-shot [28] and fine-tuning paradigm [29], showing the
effectiveness of this approach. Among the methodologies utilised, the principal models applied in this
research fall into the following categories:

• Transformer-based multimodal systems combining textual encoders, such as BERT, with
visual representations often extracted via CLIP [30].

• LLMs such as GPT-4 are integrated in the classification pipeline to enrich memes with inferred
context and deeper semantic understanding [23].

• Multi-task VLMs such as Florence 2 [31] and Qwen 2.5 VL [32] shows strong generalisation for
cross-modal inputs.

• Lightweight and multilingual models like Mistral 3.1 Small [33] and Aya Vision 8B [34],
offer high performance with lower resource requirements, supporting deployment across varied
linguistic and visual settings.

Despite notable advances, several challenges persist:

1. Knowledge obsolescence: Pre-trained models possess frozen knowledge that may not always
capture recent language and usage developments in tweets, limiting their relevance in current
contexts. Valavi et al. [35] emphasises the need to periodically refresh training data to maintain
high performance.

2. Contextual dependence: Correct classification often relies on information not present in the
text itself (e.g., current events, cultural references, emerging trends).

3. Oversight of visual cues: Many methods overlook the information present in images, relying
mostly on accompanying text for meme analysis [36, 37].

4. Costly integration: Some approaches integrate image features using large, proprietary models
like GPT-4 [38], but this comes at a significant computational cost and with limitations.



In this paper, we tackle the aforementioned limitations by proposing two novel approaches that
enhance the performance and robustness of sexism detection models in social media, as well as in
tweets and in memes. The details of our methodology are presented in Section 4, which outlines how
we address these challenges and advance the state-of-the-art in sexism detection.

3. Dataset and Evaluation Overview

Our study is based on the EXIST 2025 dataset, which offers a rich collection of tweets and memes
annotated for online sexism detection. We draw upon these subsets to train and evaluate our approach.
Tables 1 and 2 resume the datasets for tweets and memes respectively.

Table 1
EXIST 2025 tweets dataset language distribution and splitting (Number of tweets)

Language Training Development Test

English 3260 489 978
Spanish 3660 549 1098

Table 2
EXIST 2025 memes dataset language distribution and splitting (Number of memes)

Language Training Development Test

English 2010 - 513
Spanish 2034 - 540

In the subsequent experimental phase, we will conduct model fine-tuning using the labelled training
set, followed by evaluation on the development dataset. Since the meme dataset does not explicitly
provide for a development dataset, the training set was divided into two 80/20 partitions (seed: 1234),
respectively for fine-tuning and for evaluating results on never-before-seen data. Ultimately, our ap-
proach will be benchmarked against challengers using the held-out test set.
The official evaluation metric for this challenge is the Information Contrast Measure (ICM) [39]. Through-
out this report, we will employ the normalised variant, ICM Norm, to assess the performance of our
models. We opted for ICM Norm due to its enhanced readability, which results from its normalisation to
a maximum value of 1. Due to the class imbalance in the dataset, as showed in Table 3, we also provided
the F1 score for hard classification to better capture the trade-off between precision and recall. With
respect to the given tables, the Unlabelled class corresponds to records where annotator consensus was
not reached, thereby precluding a definitive ground truth assignment. Furthermore, the percentages for
subtasks 1.3 and 2.3 do not add up to one hundred, due to the nature of the task as a multi-label task.

4. Methodology

This methodology is structured into two distinct components. The first part focuses on our approach to
tweet analysis, while the second part details our method for meme analysis.

4.1. Tweets

4.1.1. Data processing

The previous comprehensive literature review on classification techniques revealed that BERT and
LLM models are at the forefront of natural language processing tasks. Given their state-of-the-art
performance, we focused our efforts on these models. Our initial step involved conducting multiple
tests to determine the optimal formatting for tweets to be processed by BERT. This process ensured



Table 3
EXIST 2025 class distribution on the training dataset

Label Class proportion Tweets (%) Class proportion Memes (%)

Subtasks 1.1 and 2.1

YES 38.97 50.39
NO 48.65 34.17

Unlabelled 12.37 15.44

Subtasks 1.2 and 2.2

NO 48.65 34.17
DIRECT 18.70 33.50

JUDGEMENTAL 5.43 11.38
REPORTED 6.63 -
Unlabelled 20.58 20.95

Subtasks 1.3 and 2.3

NO 48.65 34.17
IDEOLOGICAL-INEQUALITY 16.08 20.84

STEREOTYPING-DOMINANCE 20.56 25.29
OBJECTIFICATION 20.56 23.34
SEXUAL-VIOLENCE 22.12 11.94

MISOGYNY-NON-SEXUAL-VIOLENCE 12.37 9.81
Unlabelled 12.57 15.75

that the input data was structured to maximise the model’s performance. For LLM, Quan and Thin [16]
indicated that extensive formatting was unnecessary, simplifying our preprocessing pipeline. At the
end, tweets for BERT were pre-processed using the steps described in Table 4.

Table 4
Data cleaning process for BERT model: removal of mentions (@), URLs, superfluous spaces, emojis and
HTML characters, conversion of text to lower case, and word decensoring (identifying and correcting
censored words, e.g., ‘f**k’→‘fuck’).

id Before formatting After formatting

200176 Feel #blessed that I have raised a caring &amp;
loving 13 yo who is our Next Gen Feminist &amp;
Ally. I was crying inside when I got this text. Not
only we must #BreakTheBias for women, we need
to do it for our children. @GlobalFund-
Women @UN_Women @womensday @Wom-
eninID https://t.co/UJvloR0IP

feel blessed that i have raised a caring
loving 13 yo who is our next gen femi-
nist ally. i was crying inside when i got
this text. not only we must breakthe-
bias for women, we need to do it for
our children.

4.1.2. Annotator Information Analysis

To investigate the impact of annotator characteristics on sexism detection, we conducted a compre-
hensive analysis of annotator information using Chi-Squared tests and Logistic Regression models
with feature importance. To improve the model’s understanding of the subjective nature of sexism,
we identified study level, country of origin, and ethnicity as relevant annotator attributes through
our analysis. By integrating these attributes, we aimed to enhance the model’s ability to capture
diverse perspectives and biases. To achieve this, we vectorised the selected annotators’ information and
embedded it into the CLS token of the BERT model, prior to passing it to the classification head.
Table 5 illustrates a simplified example of the vectorisation process of annotator information, featuring
three annotators for clarity. Note that in our actual implementation, the final vector is 65 elements

https://t.co/UJvloR0IP


long, encompassing a more extensive range of ethnicities (more than 3), study levels (more than 2),
and countries (more than 2). This simplified representation is intended to facilitate understanding and
presentation.

Table 5
Vectorisation of Annotator Information for a Representative Tweet Evaluated by Three Fictive Annotators.
(1) Each evaluated tweet includes annotator information categorised accordingly. (2) Each category is
one-hot coded. (3) For each category, the corresponding one-hot-coded vectors are summed to generate
a category vector. (4) The created category vectors are concatenated into a single annotator information
vector. (5) Finally, the resulting vector is normalised.

Annotator information Encoding

“ethnicities_annotators”: ethnicities_annotators:
[“White or Caucasian”, “Hispano or Latino”,
“Asian”],

[1,0,0] [0,1,0][0,0,1] = [1,1,1]

“study_levels_annotators”: study_levels_annotators:
[“High school degree or equivalent”, “Master’s
degree”, “High school degree or equivalent”],

[1,0] [0,1][1,0] = [2,1]

“countries_annotators”: countries_annotators:
[“Spain”, “Portugal”, “Portugal”] [1,0] [0,1][0,1] = [1,2]

⇒ Concatenation:
[1,1,1,2,1,1,2]
⇒ Normalisation:
[0.1,0.1,0.1,0.2,0.1,0.1,0.2]

4.1.3. Fine-Tuning and Initial Results

Our fine-tuning efforts with both BERT and LLM models yielded promising results (cf. Table 6), closely
approaching the top performances achieved in the previous year [23]. The specific experience configu-
rations employed are detailed in Appendix A. Notably, we drew inspiration from last year’s edition [16]
and complemented this with empirical tests on our side to determine the optimal hyperparameters and
prompts.

Table 6
Subtask 1.1 Initial results for hard binary classification

Model Configuration ICM-Hard Norm Macro F1

XLM Roberta Large Fine-tuned 0.70 0.80
XLM Roberta Large Fine-tuned + Annotator information 0.77 0.85
Llama-3.2-3B-Instruct Zero-shot 0.44 0.59
Llama-3.2-3B-Instruct Fine-tuned 0.78 0.86

However, we sought to further enhance our approach. An analysis of misclassification revealed
that certain tweets were incorrectly classified due to their ambiguity or references to recent topics not
present in the training data. For instance, tweets referencing very recent events or slang not included
in the model’s vocabulary posed significant challenges.

4.1.4. Leveraging AI Agents for Contextual Information

To overcome the limitations of traditional models, we leveraged the capabilities of AI agents that can
dynamically interact with their environment with tools, plan actions, and integrate external data in
real-time [40]. Our approach is exemplified in Figure 1, which illustrates the workflow of our agent when
faced with an ambiguous tweet referencing a meme about a pregnant woman in Oklahoma. Initially



misclassified as sexist by our base model, which we hypothesise was due to the presence of keywords
like ’woman’ and ’pregnant’, as our analysis of the TF-IDF representation of misclassified samples
revealed that these words tend to dominate the feature space, leading to incorrect sexist classifications.
To address this limitation, we propose an innovative solution: our AI agent intervenes to identify the
need for context (1) and dynamically queries a search engine (2) to gather relevant information. The
agent then analyses the search results (3), and extracts crucial context (4), enabling the capture of
sexist–or non-sexist–connotations or nuances linked to recent events that are invisible to static models.
If no additional context is required, the agent indicates "No external context needed.". By harnessing the
potential of AI agents, we aim to improve the relevance and robustness of sexism detection, adapting to
the rapid evolution of language and diverse contexts on social media platforms.

 A pregnant woman in Texas got ticketed for driving in an HOV lane and argued that her fetus should count as a second 
passenger. This incident sparked debates about pregnancy and legal rights, touching on gender and societal expectations.

Task : Retrieve external context to determine if the following tweet is ambiguous in terms of sexism classification.

Tweet : "@CheriJacobus My new favorite meme is the pregnant woman driving in the Oklahoma HOV lane telling the state 
trooper who pulled her over that she is driving with another person..”

LLM call with 
[Results]3

LLM reasoning:

Thanks to the search results, 


I can now contextualize the tweet.

4

[Results]

LLM call

Search engine:

“pregnant woman driving in 
oklahoma hov lane meme”

LLM reasoning:

The tweet references a specific meme involving a pregnant woman 


and an interaction with a law enforcement officer. 

This meme has cultural significance, particularly related to gender 


and legal rights. I will search for context on this meme.

1

2

Step 2Step 1

Response

Prompt

Agent

Figure 1: Detailed workflow of an agent analysing a tweet with an external call to a search engine.

We equipped our agent with the DuckDuckGo web search tool. We considered several options for
utilising this AI agent:

• Direct Classification by the Agent: The agent classifies the tweet directly using relevant
information gathered from the web search. Its user prompt is available in Appendix B

• Context Retrieval by the Agent: The agent retrieves contextual information around the tweet
using the web search (the AI agent user prompt is available in Appendix C), which can then be
fed into a BERT or LLM.

– BERT-based Architecture: We fed the retrieved context into a BERT model, employing a
Siamese Dual Encoder architecture (SDE) [41]. This design choice was motivated by our
empirical findings, as alternative architectures yielded inferior results.

– LLM-based Approach: We incorporated the retrieved context into the prompt, as detailed
in Appendix E, and then fine-tuned an LLM to classify the tweet.

To optimise the LLM performance and output format for each experience configuration, various prompts
have been empirically tested. Furthermore, a system prompt is appended to the LLM Agent by the
library, facilitating correct parsing of its output for tool calls. For more information on the library
details, see Section 5.1.

https://cloud.langfuse.com/project/cm7stskyj03usad06feykzaxs/traces/25d0e7e4d33fc4c43e9a385a095c5cfb?timestamp=2025-05-20T13:02:27.177Z&display=details
https://duckduckgo.com/


We employed two distinct LLMs in our approach: one for powering the autonomous AI agent and
another for fine-tuning to classify tweets.

• Autonomous AI Agent: We chose the Llama-3.3-70B-Instruct model for its ability to
handle complex tasks, which requires well-formatted responses to effectively leverage tools.

• Fine-Tuned LLM for Classification: Due to computational limitations, we used a smaller LLM,
Llama-3.2-3B-Instruct, for fine-tuning. Despite using 4-bit quantisation, we lacked the
necessary computational resources to fine-tune a 70B model.

Our experiments, presented in Table 7, reveal that BERT models augmented with contextual informa-
tion outperform LLM with context, underscoring the efficacy of contextual enrichment on encoder-only
architectures. In contrast, the incorporation of context into fine-tuned LLM appears to degrade perfor-
mance, potentially due to the phenomenon of context hijacking [42], where the model overemphasises
contextual cues. Nonetheless, the AI agent direct classification surpasses the zero-shot baseline in Table
6. Consequently, we will pursue a BERT-based architecture to fully leverage the potential of contextual
research, as the LLM approach does not seem to yield comparable performance gains.

Table 7
Subtask 1.1 for hard binary classification, comparative experiments on development dataset of the
context search and its impact on models

Model Configuration ICM-Hard Norm Macro F1

Llama-3.3-70B-Instruct AI agent alone 0.69 0.80
Llama-3.2-3B-Instruct Fine-tuned + Context 0.60 0.73
XLM Roberta Large Fine-tuned + Annotator Information +

Context
0.81 0.87

Moving forward, our approach will leverage contextual information retrieved and formatted by an
AI agent. As this external data is generated, evaluating its quality is a necessary consideration. An
initial evaluation of the generated contexts is presented in Appendix D. While we do not delve further
into this aspect in this paper, as it is not the primary focus, additional analysis may be merited for this
case and future applications.

4.1.5. Soft Label Learning

One of the significant challenges we encountered was annotator disagreement, the Unlabelled data.
When there was no clear majority—such as three "YES" and three "NO" or three "DIRECT" and three
"JUDGEMENTAL"—we could not use these data points because we were training the model for hard
label classification. This was not a trivial detail, as the amount of training data can impact model
performance [43]. For instance, for the first task, we were losing around 10% of the data, and this loss
increased with tasks 1.2 and 1.3.
A solution we identified was to train the model with probabilities rather than hard labels, aligning with
the principles of soft label learning (SLL) as explored in [44]. This study demonstrated that incorporating
information about the uncertainty of the outcome in classification models can significantly enhance
performance compared to the standard approach of hard label learning (HLL). For example, when a
tweet had annotations of five "YES" and one "NO," we previously provided "YES" as the training input.
With probabilities, the input would be [0.83, 0.17]. This new formatting approach allowed us to achieve
two key improvements: taking into account the whole training dataset and better capturing annotator
discordance, aligning more closely with the LeWiDi paradigm. Our experiments demonstrated that this
method improved the ICM-Hard Norm by 1 point and the ICM-Soft Norm by 2 points.

4.1.6. Model Runs and Performance

Now that we have selected the BERT architecture, in Figure 2 we conducted extensive runs with various
of these models, including XLM-Roberta [11], Deberta V3 [12] and ModernBERT [45] variants. XLM-



Roberta emerged as the best-performing model with contextual injection and annotator information.

Figure 2: Comparison of three state-of-the-art BERT models with different input configurations on development
dataset

4.1.7. Multi-Task BERT Architecture

One of the key advantages of selecting the BERT architecture is that, with minimal additional effort and
computational resources, we can accommodate all three tasks and both hard and soft labels within a
single multi-task BERT model [46, 47]. This design enables knowledge sharing across tasks by leveraging
the base layers of the BERT model, while task-specific output heads capture the unique characteristics
of each task.
Building upon the best existing approach, which employed a multi-task BERT [13], we sought to further
improve it. Notably, our analysis revealed that the probability of a "NO" label remains consistent across
all three tasks. This observation led us to propose a novel 2+1 architecture (cf. Figure 3), wherein one
classification head is dedicated to softmax labels (subtasks 1.1 and 1.2) and another to sigmoid labels
(subtask 1.3). Specifically, this design allocates the first two tasks to the first classification head and the
third task to the second classification head.
A crucial aspect of our proposed architecture is that we leverage the consistency of "NO" probability

across all three tasks. By recognising this consistency, we adapted our training approach to compute the
loss of the Classifier B (subtask 1.3) only when the tweet is classified as sexist by the Classifier A. This
hierarchical design enables us to filter out non-sexist examples and focus on the relevant samples for
subtask 1.3, thereby improving performance and establishing coherence between the two classification
heads despite their distinctness.
In contrast, our experiments with a single classification head for all categories did not perform well,
likely due to the large number of categories. Similarly, attempting to predict only "YES" labels and
computing "NO" labels by doing 1-"YES" also yielded subpar results.
Notably, this 2+1 architecture significantly impacted the performance of our results for subtasks 1.2 and
1.3. While subtask 1.1 results remained relatively consistent, our proposed architecture demonstrated
substantial improvements for the latter two tasks. In particular, it led to a substantial improvement
in soft classification, with an increase of two to three ICM Soft Norm points. The final results of our
model are presented in the Section 5.2.



Tweet-Embedding Context-Embedding

Annotator Information

BERT

Tweet Context

Classifier A Classifier B

IDEOLOGICAL-INEQUALITY STEREOTYPING-DOMINANCE

MISOGYNY-NON-SEXUAL-VIOLENCE OBJECTIFICATION

SEXUAL-VIOLENCE

YES NO REPORTED

JUDGEMENTAL DIRECT

JUDGEMENTAL DIRECT

REPORTED NO

Split

YES NO

SoftmaxSoftmax

Output

Task 1.1

Sigmoid

1

2

4

3

Output

Task 1.2

Output

Task 1.3P(NO)

Figure 3: This figure illustrates our proposed model architecture, which consists of several key components. (1)
The concatenation of tweet and context embeddings from the SDE architecture with the computed vector of
annotator information (cf. 4.1.2). (2) Two classification heads applied to this concatenated representation. (3) The
output of Classification Head A is further split into two components, corresponding to the challenge exception
output. (4) Finally, the probability of "NO" from Classification Head A is passed to the labels of subtask 1.3 to
complete it.

4.1.8. Result Formatting

To format the results, we rounded the probabilities to the nearest 1/6–as there are six annotators–and
ensured that the sum of probabilities was 1 for subtasks 1.1 and 1.2. For hard classification, we adopted
the following strategies: for subtasks 1.1 and 1.2, we selected the feature with the maximum probability;
for subtask 1.3, a multi-label classification task, we chose all features with probabilities exceeding
0.25. This threshold was determined through testing on the training and development datasets during
soft-to-hard label conversion.

In summary, our methodology involved a thorough literature review, extensive testing, and innovative
use of AI agents to enhance contextual understanding. It also incorporates annotator information to
address subjectivity and employs a multi-task headed approach, sharing base layers across tasks while
capturing unique characteristics through specific output heads.

4.2. Memes

4.2.1. Data preprocessing

Regarding the Meme Dataset, we first wanted to verify the accuracy of the text and image pairs provided
together. For each meme, we extracted the superimposed text using Florence-2 Large and we then
compared it with the provided one. Average Jaccard similarity in terms of unigrams and bigrams showed
respective values of 0.9518 and 0.9495, marking a minor difference that could be explained as follows:

• for unigrams, since diacritics matters, two semantically equal words could be treated as different



(e.g. "tenia" vs "tenía")
• for bigrams, being defined as sequences of two adjacent words, the sequence of words has an

effect on the computed Jaccard similarity

Through this comparative analysis of the extracted and given texts, we observed that the superimposed
texts provided with the data exhibit superior transcription quality compared to those extracted using
Florence-2. Notably, these texts feature proper accentuation and sequentiality, resulting in a readability
closer to human standards. An exemplary illustration of these findings is presented in Figure 4.
Consequently, we opt to utilise the provided text instead of relying on a specific extraction technique.

Figure 4: A comparison between the extracted text and the given text for a structurally complex meme.
While Florence-2 focuses on a static top-to-bottom extraction, the text provided in the training set follows the
human readability by considering also the left-to-right structure of the content, while providing a more precise
transcription of accents.

4.2.2. Approach overview

To tackle meme classification, informed by our literature review which highlighted the necessity of
exploring multiple approaches, we investigated three complementary strategies:

• Caption-Based Classification: representation of meme images as textual captions and classifi-
cation of the captions using a fine-tuned text model.

• Frozen Multimodal Classification: usage of pretrained VLMs in zero-shot and few-shot settings
without fine-tuning.

• Fine-Tuned Multimodal Classification: fine-tuning of medium-to-large VLMs on labeled
sexist and not sexist memes for task-specific performance.

4.2.3. Caption-based Classification

In this text-based classification approach, represented in Figure 5, meme images were first transformed
into textual descriptions using Qwen 2.5 VL 32B (1) and these captions (2), jointly with their respective
ground truths (3), were then used as input for fine-tuning XLM-RoBERTa (4). This two-stage pipeline
was designed to exploit the visual understanding of vision-language models and the adaptability of
multilingual transformers.

To analyse the impact of visual description granularity, we generated two types of captions:

• Short Captions: concise descriptions capturing minimal visual content.
• Detailed Captions: rich, context-aware descriptions reflecting nuanced or subtle cues in the

image.

Figure 6 shows how the textual representation can differ from the same meme. The prompts employed
for the generation of captions are disclosed in Appendices L to N.



Figure 5: Pipeline for caption-based classification

Figure 6: Comparison of two captions for the same meme, generated with Qwen 2.5 VL 32B on a different level
of detail.

4.2.4. Frozen Multimodal Classification

This approach used frozen vision-language models in zero-shot and few-shot scenarios without task-
specific fine-tuning, in order to simulate realistic low-resource classification settings. We evaluated the
following VLMs:

• Qwen-VL 2.5 in its 7B, 32B, and 72B variants (zero-shot and few-shot)
• Aya Vision 8B (zero-shot)
• Mistral Small 3.1 24B (zero-shot)

In the zero-shot setting, models were given only the meme image and a minimal classification prompt
(showed in the Appendices G to K), with no prior examples. The employed prompts were significantly
based on the guidelines provided to annotators for meme labelling across the three subtasks. We also
tested variants where the model received either only the image, image plus superimposed text, or only
the superimposed text. These variations aimed to quantify the importance of superimposed textual
content over the final prediction. To evaluate few-shot performance, we included six example memes in
the prompt using two different sampling strategies:

• Random Few-Shot Sampling: six random examples from the training set, imposing a balanced
extraction between sexist and not sexist memes

• Polarised Few-Shot Sampling: three clearly sexist and three clearly non-sexist memes (i.e.,
with ≥5 of 6 annotators in agreement).



Images were resized to a maximum of 262,144 pixels (e.g., the size of a 512×512 image) maintaining
their original proportions to fit within GPU memory constraints.

4.2.5. Fine-Tuned Multimodal Classification

Finally, we tested the effectiveness of fine-tuning a set of VLMs for both sexism identification and
classification. Specifically:

• For subtask 2.1, we fine-tuned Florence 2 and Qwen 2.5 VL (7B and 32B). The dataset used for
fine-tuning was gathered from the available ground truths for the task, for a total 3,420 meme
image-label pairs.

• For subtasks 2.2 and 2.3, only Qwen 2.5 VL 32B was fine-tuned. The data curation criteria was
slightly different with respect to subtask 2.1, since we excluded the memes labelled as not sexist
from the ground truths of the sexism identification task. Eventually, the number of considered
records was 1,815 (over the 3,197 available ground truths) for the source intention classification
and 2,868 (over 4,250 available ground truths) for sexism categorisation.

The experimental setup and the fine-tuning hyperparameters for both Florence-2 and Qwen 2.5
VL are presented in detail in Appendix O. In contrast to previously proposed methods for meme
analysis, our proposed LLM-based solution offers a lightweight yet effective approach to detecting
and classifying sexism in memes while incorporating the entire visual content into the classification
pipeline. By avoiding high inference costs and proprietary APIs, this approach ensures compatibility
with low-to-mid-tier hardware and promotes reproducibility by reducing computational requirements.

5. Results

5.1. System setting

All experiments were conducted using PyTorch 2.5.1, the Hugging Face Transformer 4.50 library, and
the Smolagents 1.4 library for AI agent development. The computational environment consisted of two
GPUs with the following specifications:

• NVIDIA A40 (46 GiB), driver version 555.42.06, CUDA 12.5
• NVIDIA A100 (40 GiB), driver version 555.42.02, CUDA 12.5

Additionally, VLMs with more than 7 billion parameters were loaded using Bitsandbytes 4-bit
quantisation technique, which reduces the size of the model and computational costs by representing
weights and activations with just 16 discrete levels [15]. This technique significantly reduces memory
usage and accelerates inference while having minimal impact on model accuracy.

5.2. Development Phase

In this section, we present the performance metrics of our proposed methods across all the three
tasks. For tweets, evaluations were conducted under both soft and hard contexts, whereas meme-based
methods were assessed under the hard evaluation setting. Our model was trained on the provided
training dataset and evaluated on the corresponding validation dataset for tweets. For memes, as
mentioned before, we split the training dataset to create a validation dataset, thereby enabling us to
assess the model’s generalisation capabilities.

Regarding the sexism identification task in memes, the main results presented in Table 10 (full
results in the Appendix F) indicate that models incorporating multimodal inputs generally have better
performance on the task. Effectively, since the creation of memes and their virality across communities
is based on a strong correlation between textual and visual elements, the analysis of the textual content
alone could result in partial or impractical comprehension of the content.



Table 8
Tweets Hard label results for development dataset

Subtask 1.1 Subtask 1.2 Subtask 1.3
ICM-Hard norm Macro F1 ICM-Hard norm Macro F1 ICM-Hard norm Macro F1

0.81 0.88 0.59 0.53 0.56 0.60

Table 9
Tweets Soft label results for development dataset

Subtask 1.1 Subtask 1.2 Subtask 1.3

ICM-Soft norm 0.68 0.47 0.44

Table 10
Results for Subtask 2.1 in hard evaluation for development dataset

Methodology Input Model ICM-Hard Norm F1(YES)
Caption-based Detailed captions XLM-RoBERTa large 0.5053 0.6591

Few-shot Polarised meme images
Qwen 2.5 VL 32B

0.5121 0.7482
Zero-shot Superimposed text 0.5352 0.7643
Zero-shot Meme images 0.6189 0.8086

Fine-Tuned VLM Meme images 0.6671 0.8424

However, it is worth mentioning that zero-shot classification of superimposed text using Qwen 2.5
VL 32B achieves results that are relatively close to the best ICM values obtained, while outperforming
other methods that leverage meme images in their pipeline. This suggests that, for this specific type of
memes, text plays a significant role in the final prediction. This may be explained by the fact that the
creators of the EXIST Meme dataset gathered images by curating a lexicon of 250 terms that were used
as search queries on Google Images. Additionally, textless images were removed manually, centring the
dataset on textual elements [23]. In the domain of text-based methods, the performance of caption-based
classification with XLM-RoBERTa was found to be inferior to that of superimposed text-based prediction.
This suggests that captions may be lacking in descriptive information relevant crucial for a proper
classification.
The fine-tuned Qwen 2.5 VL 32B model achieved the best results across all metrics, showing a +7.8%
points improvement in the ICM-Hard Norm metric compared to the zero-shot classification performed
using the off-the-shelf version of the same model.
To gain a clearer view of the results obtained by the best-performing method on subtask 2.1 Hard, we
calculated the proportion of misclassified memes for which the annotators gave unanimous answers
(e.g. all YES or all NO answers). Only 11.33% of misclassifications fall into this category, indicating that
the model is highly confident in predictions for which there is a human agreement. Considering memes
for which there is only one disagree answer, they account for 34.13% of misclassifications. More than
half of the misclassifications (54.54%) come from memes for which two annotators disagree with the
others., i.e. situations in which the evaluation of content is inherently more intricate from a human
perspective.

Table 11
Results for Subtask 2.2 in hard evaluation for development dataset

Methodology Input Model ICM-Hard Norm Macro F1
Fine-tuned VLM Meme images Qwen 2.5 VL 32B 0.5324 0.5253

Given the superior performance of fine-tuned Qwen 2.5 VL 32B on subtask 2.1, we adopted this
method for subtasks 2.2 and 2.3. This decision allowed us to focus on the scope of the study and avoid



redundant evaluations. Additionally, we reduced the number of experiments to minimise computational
cost and environmental impact, striking a balance between empirical validation and responsible resource
usage. Tables 11 and 12 show the results for source intention classification in memes.
A thorough exploration into the sub-values of the F1 score indicates that the model demonstrates a
high capacity in identifying memes that overtly promote sexist ideologies. Indeed, the relatively high
F1 score for the DIRECT class indicates that this category of content is more easily identifiable by the
model. Performance drops sharply for the JUDGEMENTAL class, as the low F1 score of 0.1413 suggests
that the model has difficulty to identify contents that criticise sexism. This may be due to the complex
nature of such memes, which often rely on sarcasm, as shown in Figure 7. Additionally, this degradation
in performance may be correlated with the under-representation of this class, accounting for just 14.38%
of all ground truths.

Figure 7: Example of a sarcastic meme for the JUDGEMENTAL class. It uses a exaggerated self-description to
promote women’s autonomy while rejecting societal judgement.

Table 12
Subvalues of F1 score for all the labels in Subtask 2.2 for development dataset

No Direct Judgemental
0.7299 0.7048 0.1413

Similar considerations could be applied to the results obtained in the sexism categorisation task dis-
played in Tables 13 and 14. Moderate F1 scores are observed among sexist categories for IDEOLOGICAL
INEQUALITY, STEREOTYPING DOMINANCE and OBJECTIFICATION (between 0.56 and 0.58), each of
which also appears in over a quarter of the ground truth data. However, the model struggles to identify
the categories MISOGYNY NON SEXUAL VIOLENCE and SEXUAL VIOLENCE, which represent 11.65%
and 14.18% of the ground truths, respectively. The observation that the two lowest F1 sub-values are
associated with these classes, jointly with the considerations made on the results of subtask 2.2, suggests
that a low statistical representation constitutes a strong learning limit for this model. In this field of
research, the relationship between the volume of data available and the precision of classification has
been already examined for other types of models [48]. Providing a larger number of examples could
therefore improve the ability of fine-tuned Qwen 2.5 VL 32B to recognise more generalised patterns
associated with sexism categorisation and identify these instances more precisely.

5.3. Evaluation phase

The present section is dedicated to the presentation of results that have been obtained by our team in
the EXIST 2025 challenge on the given test data.



Table 13
Results for subtask 2.3 in hard evaluation for development dataset

Methodology Input Model ICM-Hard Norm Macro F1
Fine-tuned VLM Meme images Qwen 2.5 VL 32B 0.3914 0.5152

Table 14
Sub-values of F1 score for all the labels in subtask 2.3 for development dataset

Ideological
Inequality

Misogyny
Non Sexual Violence No Stereotyping

Dominance Objectification Sexual
Violence

0.5759 0.3789 0.7206 0.5567 0.5600 0.2987

Tweet Classification

We trained our tweet classification model with three different seeds (0, 1, and 42), resulting in three
submissions: GrootWatch_1, GrootWatch_2, and GrootWatch_3. The performance of these models
on the tweet test set is shown in Tables 15 to 17. Notably, our model consistently ranked first in the
Soft-Soft category across all languages for subtasks 1.1, 1.2, and 1.3. In the more challenging Hard-Hard
category, we always placed within the top 20 out of over 130 submissions.

Table 15
Competition results for Subtask 1.1

Run Soft
Rank

ICM-Soft ICM-Soft
Norm

Cross
Entropy

Hard
Rank

ICM-Hard ICM-Hard
Norm

F1 YES

GrootWatch_1 1 1.0600 0.6700 0.8893 16 0.5727 0.7878 0.7802
GrootWatch_2 2 1.0538 0.6690 0.9171 15 0.5732 0.7881 0.7773
GrootWatch_3 3 1.0368 0.6662 0.9088 20 0.5560 0.7795 0.7763

Table 16
Competition results for Subtask 1.2

Run Soft
Rank

ICM-Soft ICM-Soft
Norm

Cross
Entropy

Hard
Rank

ICM-Hard ICM-Hard
Norm

Macro
F1

GrootWatch_1 1 -0.4385 0.4647 1.7711 13 0.3016 0.5981 0.5325
GrootWatch_2 2 -0.5066 0.4592 1.8176 10 0.3266 0.6062 0.5421
GrootWatch_3 3 -0.5655 0.4544 1.8088 9 0.3434 0.6117 0.5384

Table 17
Competition results for Subtask 1.3

Run Soft
Rank

ICM-Soft ICM-Soft
Norm

Hard
Rank

ICM-Hard ICM-Hard
Norm

Macro
F1

GrootWatch_1 1 -1.1034 0.4417 11 0.3623 0.5841 0.6175
GrootWatch_2 3 -1.2566 0.4336 16 0.2829 0.5657 0.5986
GrootWatch_3 2 -1.1495 0.4393 9 0.3809 0.5884 0.6171

Meme Classification

Based on the results on memes for development dataset, we submitted our runs using the following
methods:



• GrootWatch_1: Zero-shot classification of the superimposed text with Qwen 2.5 VL 32B
• GrootWatch_2: Zero-shot classification of the meme images with Qwen 2.5 VL 32B
• GrootWatch_3: Classification with fine-tuned Qwen 2.5 VL 32B

For subtasks 2.2 and 2.3, we used the fine-tuned Qwen 2.5 VL 32B model based on the YES predictions
from the three distinct submissions on subtask 2.1. The results for meme classification in the hard
evaluation setting are shown in Tables 18 to 20. Our methods demonstrated remarkable strength, with
eight out of nine submissions achieving a top five ranking. The predictions obtained by fine-tuning
Qwen 2.5 VL 32B consistently ranked second across all subtasks, achieving first place in subtask 2.1 on
the Spanish instances.

Table 18
Competition results for subtask 2.1 in hard evaluation

Run Language Rank ICM-Hard ICM-Hard Norm F1 YES
GrootWatch_3 Spanish 1 0.3552 0.6810 0.7681
GrootWatch_3 All 2 0.3589 0.6825 0.7740
GrootWatch_2 All 4 0.1898 0.5965 0.7253
GrootWatch_1 All 8 0.0062 0.5032 0.6898

Table 19
Competition results for subtask 2.2 in hard evaluation

Run Rank ICM-Hard ICM-Hard Norm Macro F1
GrootWatch_3 2 0.1868 0.5649 0.5513
GrootWatch_2 4 -0.0588 0.4796 0.4917
GrootWatch_1 5 -0.3055 0.3938 0.4738

Table 20
Competition results for subtask 2.3 in hard evaluation

Run Rank ICM-Hard ICM-Hard Norm Macro F1
GrootWatch_3 2 -0.0798 0.4834 0.5472
GrootWatch_2 3 -0.3550 0.4263 0.5119
GrootWatch_1 5 -0.5812 0.3794 0.4921

6. Conclusion and Future Work

Our sexism detection approach achieved state-of-the-art performance in Soft-Soft classification for
tweet analysis. The combination of contextual information search, annotator profile integration, soft
label learning, and multi-task architecture proved particularly effective in this category. However, the
Hard-Hard category remains a challenging task to overcome. Notably, our results revealed that simply
using the soft probabilities to infer the hard label is not a sufficient strategy for tackling this challenge.
One potential avenue for future research lies in optimising the inference time for context retrieval with
AI agents. Currently, this process is relatively slow compared to traditional language models like LLM
or BERT. To address this limitation, a possible solution could be the development of a shared dictionary
or database of contexts that can be efficiently queried and retrieved. In cases where the desired context
is not already present in the database, the system could be designed to search for it online and then
store it in the database for future reference. This approach has the potential to significantly reduce
inference times, enabling more efficient and scalable AI-powered language understanding.
Furthermore, despite the promise of incorporating context into language models, our experiments



suggest that fine-tuning LLM with context actually degrades performance. A possible explanation for
this phenomenon is the concept of context hijacking [42], where the model overemphasises contextual
cues and loses focus on the primary task. Further research is needed to verify this hypothesis and
uncover the underlying causes of this performance drop, which will be crucial in unlocking the full
potential of context-aware language models.

With respect to the best results obtained on meme classification in the past edition of EXIST, which
very mostly based on textual elements, the results obtained by our team in the current edition confirmed
that a full integration of meme images into the classification pipeline leads to better performance.
Despite the top-tier results achieved, the proposed approaches present some limitations:

• Multi-task learning: Qwen 2.5 VL and Florence-2 were fine-tuned using the available ground
truths for the three subtasks to minimise Cross-Entropy Loss. However, introducing a specific
loss function that captures the interaction between subtasks could help the model to leverage the
full potential of the given data and achieve better performance

• Meme Dataset split: The dataset was split 80/20 for training and testing. Despite the significant
computational time required for repeated VLM fine-tuning, future work may consider cross-
validation to obtain a more comprehensive assessment of model generalisation

Using optimal transport theory and the principle of maximum entropy, Erbani et al. [49] proposed the
extended confusion matrix (TCM), which applies to single-label, multi-label, and soft-label classification
tasks. TCM keeps the familiar structure of a standard confusion matrix: a square matrix sized by
the number of classes, with diagonal entries representing correct predictions and off-diagonal entries
showing confusions.

Figure 8: Row-normalised confusion matrix (TCM) from [49] with a weighting factor of 1 (i.e., all predicted
label pairs contribute equally to TCM), showing model performance on soft subtasks 1.1, 1.2, and 1.3. Because
diagonal values are much higher than off-diagonal ones, two colour scales—shared across matrices—are used to
highlight variations within diagonal and off-diagonal entries.

Figure 8 reveals:
• Subtask 1.1: The confusion matrix shows a strong diagonal, indicating strong performance.
• Subtask 1.2: The diagonal entries are higher than off-diagonal ones, showing good model

accuracy. Classes DIRECT and NO have the highest diagonal values but also strong column
values, suggesting the model over-predicts these classes. This is especially true for NO, which
shows the lightest row and the darkest column. JUDGEMENTAL and REPORTED have lower
diagonal values and are often confused with DIRECT and NO, especially REPORTED.

• Subtask 1.3: Again, diagonal values are higher than others, confirming good model behaviour.
The class NO has the lowest row and highest column values, indicating over-prediction that
harms other classes. Notable confusions include MISOGYNY-NON-SEXUAL-VIOLENCE being
misclassified as NO, and SEXUAL-VIOLENCE being confused with MISOGYNY-NON-SEXUAL-
VIOLENCE, STEREOTYPING-DOMINANCE, or NO.

Future work could build on this analysis to reduce current misclassifications and enhance our method.
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A. Hyperparameter Settings and Prompts

To achieve the results, we fine-tuned BERT with the following hyperparameters:

• Learning rate: 1e-5
• Batch size: 64
• Weight decay: 0.05
• Number of epochs: 5

For LLM fine-tuning using LoRA, we employed the following configuration:

• Batch size (training and evaluation): 32
• Gradient accumulation steps: 4
• Optimizer: PagedAdamW_8bit
• Learning rate: 5e-5
• Precision format: bf16
• Warm-up ratio: 0.1
• LoRA’s matrix decomposition rank (r): 4
• Alpha LoRA: 16
• Targeted modules: self_attn.q_proj, self_attn.k_proj, self_attn.v_proj,
self_attn.o_proj, mlp.gate_proj, mlp.up_proj, and mlp.down_proj

The zero-shot and fine-tune prompts used in our experiments are:

Task: Classify tweets as YES (sexist) or NO (not sexist).
YES: Explicit sexism, descriptions of sexist situations, or criticism of sexism (even implied).
NO: Neutral content. Ignore non-sexist vulgarity. Use societal context.
Answer: (Only YES or NO)
Tweet: {tweet}

B. User Prompt Subtask 1.1 - AI agent direct classification

Task: Determine whether a tweet is sexist. Categories: YES: The tweet is inherently sexist,
describes a sexist situation, or criticises sexist behaviour. Examples:

• “Women are too emotional to hold leadership positions.”
• “At the meeting, all my ideas were ignored until a male colleague repeated them.”
• “Catcalling is not a compliment; it’s harassment.”

NO: The tweet does not contain sexist content, nor does it describe or criticise sexist
situations or behaviours. Examples:
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• “Looking forward to the weekend!”
• “Really looking forward to today’s ‘women in web3’ lunch meetup! If you’re in the la

area and want to join, send me a dm!! See you ladies soon.”
• “Wow! Trouble making witches unite!”

Additional Guidelines:
• Ambiguous Language: If the tweet’s sexism is implied rather than explicit, classify it

as ’YES.’ If context is insufficient, classify it as ’NO.’
• Strong or Vulgar Language: Classify based on content relevance to sexism, not on the

presence of strong language alone.
• Contextual Understanding: Consider societal norms and the broader conversation

when evaluating the tweet.
Your final answer will be YES or NO.
Tweet: {tweet}

C. User Prompt for AI agent context retrieval

Task: Retrieve concise external context to clarify ambiguous tweets or cultural references
for sexism classification. Do NOT classify the tweet—only provide context that would help
a downstream model to decide.
When to retrieve context:

• The tweet references events, lyrics, memes, or cultural artefacts unfamiliar to a general
audience.

• The language is ambiguous (e.g., sarcasm, coded terms, or terms with dual meanings).
• The tweet hints at a broader societal debate or news story.

Guidelines:

1. No classification: Never output YES/NO. Your role is purely contextual.
2. Conciseness: Summarise external context in ≤ 100 tokens.
3. Relevance: Only include context directly tied to potential sexism (e.g., explain a

referenced event’s sexist controversy, not general info).
4. No context? Output ”No external context needed.”

Output Format: [Summary of context, or ”No external context needed.”]
Examples:

1. Tweet: ”Ugh, not another ‘Boss Babe’ anthem. . . ”
Output: ”The term ’Boss Babe’ is associated with MLM schemes targeting women,
often criticised for exploiting feminist rhetoric. Some view it as empowering, others
as patronising.”

2. Tweet: ”This is why we need more #NotAllMen energy.”
Output: ”#NotAllMen is a hashtag used to critique men who derail conversations
about sexism by insisting ’not all men’ are problematic. Often cited in debates about
systemic misogyny.”

3. Tweet: ”Finally got tickets to the concert!”
Output: ”No external context needed.



D. Context Analysis

We conducted a preliminary assessment of the generated contexts to explore at their quality, relevance
and accuracy. Our aim was to explore how well the generated contexts align with the original tweets.
Methodology
We randomly selected 30 context samples from each dataset (train, dev, test) and evaluated them based
on three criteria:

• Relevance: How well did the generated context align with the original tweet? (Score: 1-5)
• Accuracy: Did the generated context provide correct information or insights? (Score: 1-5)
• Quality: Was the generated context coherent, well-structured, and easy to understand? (Score:

1-5)
• In case of ‘No external context needed.’: Was it appropriate not to generate external context for

the given tweet? (Score: 1-5)

Results
The small-scale study reveals that the generated contexts consistently achieve perfect scores in terms of
relevance (100%) and quality. The accuracy, however, is satisfactory but not outstanding, with an average
score of 3.7/5. Notably, our model demonstrates 100% capability in identifying when no additional
context is required. Neither did we observe any hallucinations in the generated texts.
To delve deeper into context accuracy, we stratified the results according to the agreement rate of the six
annotators on the binary sexist classification of the tweet (only applicable for training and development
datasets, as test dataset results are not available).

Table 21
Context Accuracy Analysis according to Annotator Agreement Rate

Annotator Agreement Rate Context Accuracy

100% 3
83% 4.4
66% 4.3
50% 4.5

As shown in Table 21, we observe that accuracy is less satisfactory when there is a high annotator
agreement rate for subtask 1.1. However, with lower agreement rates, accuracy tends to improve. While
this limited analysis provides an encouraging initial look at the generated contexts, we acknowledge
that more samples and evaluators are necessary to draw more robust conclusions.

E. User Prompt Subtask 1.1 - LLM classification with context

Task: Classify tweets as YES (sexist) or NO (not sexist).
YES: Explicit sexism, descriptions of sexist situations, or criticism of sexism (even implied).
NO: Neutral content. Ignore non-sexist vulgarity. Use societal context.
Answer: (Only YES or NO)
Tweet: {tweet}
Context: {context}

F. Full Results Subtask 2.1 and Further Discussion

The full set of experiments conducted for subtask 2.1 Hard is showed in Table 22. With regard to
multimodal models, it is interesting to note that an increase in model size does not necessarily lead



to improved performance. For instance, zero-shot classification using models from the Qwen 2.5 VL
family with the same prompt shows that Qwen 2.5 VL 32B outperforms the 7B release, while the 72B
version performs worse than the medium-sized model. Interestingly, despite differences in architecture
and parameter count, the results obtained from Aya Vision 8B, Mistral Small 3.1 24B, and the fine-tuned
Florence 2 model exhibit notable similarity. This convergence in performance suggests that these models
have achieved a similar level of representational capability for sexism detection in memes. Fine-tuned
Qwen 2.5 VL 7B has shown that an increase of +8.7% in the ICM-Hard Norm metric when compared
to zero-shot classification with the same model. This percentage increase is comparable to the value
computed for the 32B release.

Table 22
Results for subtask 2.1 in hard evaluation

Methodology Input(s) Model ICM-Hard Norm F1(YES)

Caption-based classification

Short captions XLM-RoBERTa base 0.4647 0.7163
Short captions XLM-RoBERTa large 0.3575 0.7377
Detailed captions XLM-RoBERTa base 0.5081 0.7497
Detailed captions XLM-RoBERTa large 0.5121 0.7482

Zero-shot classification

Meme images Qwen 2.5 VL 7B 0.5551 0.6786
Meme images Qwen 2.5 VL 32B 0.6189 0.8088
Meme images Qwen 2.5 VL 72B 0.6004 0.7576
Meme images Aya Vision 8B 0.4354 0.8924
Meme images Mistral Small 3.1 24B 0.4458 0.6916
Meme images, superimposed text Qwen 2.5 VL 32B 0.5774 0.8212
Superimposed text Qwen 2.5 VL 32B 0.5352 0.7643

Random few-shot Meme images Qwen 2.5 VL 7B 0.4828 0.8228

Polarised few-shot Meme images Qwen 2.5 VL 32B 0.5053 0.8591

Fine-tuned VLM
Meme images Florence-2 Large 0.5015 0.7580
Meme images Qwen 2.5 VL 7B 0.6038 0.7693
Meme images Qwen 2.5 VL 32B 0.6817 0.8412

G. System Prompt Subtasks 2.1, 2.2 and 2.3

"You are an Artificial Intelligence for sexism detection and classification in social media
contents."

H. User Prompt Subtask 2.1 - Multimodal classification

"Is this meme sexist towards women? Answer just YES if you judge the meme as sexist
towards women. Answer just NO if you judge the meme as not sexist towards women."

I. User Prompt Subtask 2.1 - Text-based classification

"Given the superimposed text of a meme ’[superimposed_text]’, is this meme sexist towards
women? Answer just YES if you judge the meme as sexist towards women. Answer just
NO if you judge the meme as not sexist towards women."

J. User Prompt Subtask 2.2

"Answer just DIRECT if the meme promotes or encourages sexism. Answer just JUDGE-
MENTAL if the meme criticises or condemns sexist behaviour."



K. User Prompt Subtask 2.3

"Classify the given meme into one or more of these categories (multi-label allowed):

• IDEOLOGICAL-INEQUALITY if it rejects feminism or denies gender inequality.
• STEREOTYPING-DOMINANCE if it promotes traditional gender roles or male superi-

ority.
• OBJECTIFICATION if it reduces women to appearance or sexualises them.
• SEXUAL-VIOLENCE if it contains sexual harassment or assault references.
• MISOGYNY-NON-SEXUAL-VIOLENCE if it expresses hatred or non-sexual violence

toward women.

The answer is just and strictly a list of strings, as the following example:
["CATEGORY_1", "CATEGORY_4"] "

L. System Prompt for Meme Caption Generation

"You are an Artificial Intelligence for meme captioning."

M. User Prompt for Meme Caption Generation - Simple captions

"Generate a caption in plain text of this meme without expressing a judgement on it. Answer
in 80 words maximum."

N. User Prompt for Meme Caption Generation - Detailed captions

"Generate a detailed caption in plain text of this meme without expressing a judgement on
it."

O. Fine-tuning Setup for Florence-2 and Qwen 2.5 VL

On Florence-2, the experiments were conducted by freezing the DaViT vision encoder and using a batch
size of 5. The training was conducted over 3 epochs using the AdamW optimiser with a linear learning
rate scheduler and no warm up steps. The model was optimised to minimise the cross-entropy loss
between predicted and target YES/NO labels, performing the validation after each epoch.
For Qwen 2.5 VL 7B and 32B, due to a larger size of the models the fine-tuning strategy was different,
in order to keep reasonable training times. We applied Low-Rank Adaptation (LoRA) to the query and
value projection layers using a rank of 8, a scaling factor of 16, and a dropout rate of 0.05. Only the
low-rank adaptor weights were updated during training, resulting in a significant reduction in the
number of trainable parameters. For the 7B model, the trainable parameters were 2,523,136 (0.0304% of
the total), while for the 32B model the number of trainable parameters was 8,388,608 (0.0251 % of the
total). The models were fine-tuned on 3 epochs by scaling the image resolution up to 262,144 pixels,
using a batch size of 5. As for Florence-2, the loss function to minimise was Cross Entropy Loss.
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