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Abstract
This paper addresses the CIMAT-CS-NLP team’s participation in the three EXIST 2025 text-based tasks (hard
settings), consisting of sexism detection, intent analysis, and sexism categorization in tweets. The proposed
method is based on a single multitask query to a large language model (LLM), with a prompt that first generates
auto-revealed insights for the analysis, and then requests answers for all tasks simultaneously. To automate query
refinement, we apply evolutionary computation, optimizing the F1-macro on a development subset. We then
utilize the LLM to generate justification texts supporting the categorization obtained with the refined prompt,
and use them to fine-tune a multilingual RoBERTa-based model for each task. Our experiments show that the
evolved prompt boosts some classification metrics, in comparison with the initial prompt. Experiments with
DeepSeek-R1-Distill-Llama-8B and Gemini-1.5-Flash show that (i) explicit reasoning can be induced even in
models not originally optimized for it, and (ii) Gemini-1.5-Flash achieves the highest scores in a few-shot scenario,
while DeepSeek-R1-Distill-Llama-8B offers a competitive, smaller and open-source alternative. Our findings
highlight the advantage of inducing reasoning in an LLM to contextualize tweets and subsequently using them in
fine-tuning to analyze, to various degrees, sexism in social media text.
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1. Introduction

In 1975, the UN proclaimed International Women’s Year, placed gender equality on the global agenda,
and declared March 8 International Women’s Day [1, 2]. Despite all the efforts made over more than
half a century, gender inequality remains a problem in society. The persistence of sexist attitudes
legitimizes exclusion and violence directed against women, which is reflected in current figures on
gender gaps and disparities, where women are clearly the most affected [3].

The expansion of digital media has facilitated the widespread dissemination of sexist messages.
Recent United Nations reports state that, in a wide range of countries, between 16 and 58 percent of
women and girls have been subjected to online gender-based violence [4]. Unfortunately, practicing
digital violence is easier with the use of social media, which transcends all geographical barriers and
has the potential for messages to come from anonymous sources. In particular, the social network X
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(formerly Twitter) allows for almost instant virality, while the short format makes it difficult to perceive
the full context, which complicates content moderation. This problem raises the need for automated
systems capable of detecting, interpreting, and categorizing sexism in tweets with high precision and in
real time [5].

Furthermore, traditional binary approaches (sexist/non-sexist) are insufficient to address all the
nuances of today’s society, so a more in-depth analysis becomes necessary given the complexity of the
problem. Detecting the intent of messages, as well as identifying them at a more granular level, helps us
understand the problem of sexism on social media, and, based on this understanding, they can lead to
real solutions. In this context, several initiatives have emerged to combine efforts within the scientific
community and advance toward better detection of sexism, both in binary and finer-grained terms.
EXIST (sEXism Identification in Social neTworks) 2025 is the fifth edition of this shared task [6, 7] and
its fundamental objective is to make sexism detection a more far-reaching endeavor, attacking sexism
from its explicit forms, such as misogyny, to its more subtle expressions, such as micro-violence. This
year’s edition features several multimodal challenges: text, images, and videos. Each one with three
tasks: identification, intent analysis, and fine-grained categorization.
Moreover, recent technologies such as large language models (LLMs) have demonstrated a surprising
ability to generalize in classification tasks without requiring fine-tuning for the specific task. However,
the performance of an LLM can vary dramatically depending on the wording of the prompt, the
selection of examples for few-shot schemes, and the output format of the response text. Identifying the
optimal configuration often involves manual trial and error, a process that is unsystematic and difficult
to reproduce.

In this work, we address the three text tasks, focusing in the hard-settings, as last year’s edition
showed that there is still room for improvement, especially in the intention analysis of sexist content
and fine-grained categorization tasks. The main tool we use to perform the classifications are specific
requests to LLMs, where the prompt was designed to let the model extract relevant insights from
the tweet and the context of the tasks before issuing a categorization. With this prompt, we seek to
extract the answers to the three text tasks in a single query. Furthermore, the prompt was refined using
evolutionary computation, resulting in some improvements in the development set. We subsequently
prompt the LLM to extract reasoning texts explaining its own predictions, which are injected in the
fine-tuning process of a RoBERTa-based model to perform the final classifications for each task. Our
results suggest that using a single multi-task prompt that let the model identify relevant elements of
the tweet by itself helps language models better respond to the tasks. Besides, the model’s reasoning
encoded in justifications to the answer helps in the fine-tuning of RoBERTa-based models. Additionally,
evolutionary computation-assisted prompt engineering is a promising avenue for leveraging the power
of LLMs and avoiding manual prompt refinement, helping to improve classification metrics.
Our main contributions are:

1. We designed a single prompt that encourages the model to reason deeply about relevant infor-
mation and insights for the analysis of the tweets and then answer the three tasks in a single
query.

2. We used evolutionary computation to evolve the prompt and thus optimize the F1-macro on a
development subset, automating what previously relied on manual intuition.

3. We compared the efficiency of the evolved prompt on two models: DeepSeek-R1-Distill-Llama-8B,
and Gemini-1.5-Flash, only with few-shot examples within the prompt itself, demonstrating that
reasoning can be induced in non-reasoning models, the latter being better in performance.

4. We found that fine-tuning a RoBERTa-based model with rationales that Gemini-1.5-Flash produced
from DeepSeek-R1-Distill-Llama-8B answers yields performance on par with using rationales
generated entirely by Gemini-1.5-Flash. The key benefit is that the DeepSeek pipeline relies on a
smaller, fully open-source model.



2. Related Work

Sexism Detection Since the first edition of the EXIST forum, transformer fine-tuning has been
the preferred tactic for classification tasks [8, 9, 10, 11]. Some of the best strategies from past years
and strategies found in literature include ensembles of ensembles of monolingual BERT and RoBERTa
transformers [12], fine-tuning RoBERTa-based models using information from annotators [13, 14, 15]
and fine-tuning of GPT-NeoX and BERTIN-GPT-J-6B models [16] with the latter achieving first place in
the hard setting for tasks 1 and 2 in 2023. Thus, it is promising to explore different and more recent
LLMs and techniques for sexism identification, analysis of intention and categorization tasks.
Strategies with LLMs were tested in EXIST 2024, were several teams relied on prompt engineering
processes to perform zero-shot or few-shot classifications [17, 18, 19]. In fact, in [20], authors generated
rationales for each tweet with Meta-Llama-3-8B and used these rationales to fine-tune a Twitter-
specialized XLM-RoBERTa, yielding better results than fine-tuning using only the tweets.
In this work, we employed the use of rationales for solving the three tasks in one single query to
the model, and subsequently we refined performance through an additional fine-tuning phase on a
RoBERTa-based model.

Evolutionary Optimization for Prompt Engineering in Sensitive Tasks LLMs are powerful tools
for performing complex classification tasks, as they can generate accurate results without requiring
modifications to the model architecture. LLMs leverage extensive pretraining on massive corpora,
consisting of billions of words, to model language in unprecedented ways. However, this also induces
them to have certain biases or prejudices towards topics that could be considered sensitive. Recent
work has demonstrated that LLMs exhibit gender bias [21], and reinforce negative stereotypes [22]. In
fact, there is evidence of an amplification of gender bias by LLMs, reflecting and potentially aggravating
the societal perceptions from which these models learn [23]. Essentially, they mirror collective societal
thinking.

It has been found that LLMs exhibit a significant dependence on the prompt used [24]. By altering the
prompt, it is even possible to mitigate some of the biases that LLMs may display. Studies have shown
that certain prompting strategies, such as chain-of-thought, can reduce the impact of gender bias in
these models [25, 26]. For this reason, it becomes crucial to focus on identifying the features that help us
better detect gender bias from the prompt itself. Training a language model is highly resource-intensive,
and building a model free of bias is even more complex due to the substantial amount of biased data,
especially regarding gender, found across the Internet [23].

Efforts in prompt engineering for sexism detection have combined various architectures to improve
detection accuracy [27]. Recent studies have opted to use multilingual models like XLM-R or mBERT,
paired with language-adapted prompts, while others have explored zero-shot and few-shot techniques
alongside different LLM variants. It has been noted that using well-chosen examples, explicit prompts,
and structured formats can significantly enhance performance in tasks such as binary classification or
intention detection [17, 18]. Nevertheless, these methods often depend heavily on the expertise of the
individual designing them, and they generally lack a systematic approach for exploring useful prompt
variants. This lack of automation limits their scalability, particularly in multilingual or finely annotated
scenarios, such as those found in the EXIST framework.

To address the challenge of prompt optimization, automatic methods based on evolutionary algo-
rithms, such as EvoPrompt [28] and PromptBreeder [29], have recently been proposed. These approaches
enable the exploration of effective prompt variants without requiring human intervention. Although
they have shown promising results in general tasks, their application in sensitive areas like sexism
detection remains limited.

Most research on prompt optimization has been carried out on general tasks, but recent studies have
started to focus specifically on sensitive contexts such as sexism. For instance, it has been suggested to
enrich prompt statements with semantic definitions and explicit descriptions of the sexist phenomenon,
which helps in identifying subtle cases that models often overlook [30]. Another line of work, more
geared toward analyzing biases within LLMs themselves, involves the use of soft prompts, as in [31],



where specific embeddings are adjusted to assess how models react to sensitive inputs with varying
gender cues.

However, these studies often concentrate on qualitative analysis, partial evaluations, or require
internal modifications to the models. In contrast, our approach in the first phase preserves the original
model and focuses on systematically enhancing prompt formulation, without additional training, by
aligning advances in evolutionary optimization with a real and complex issue such as sexism. Moreover,
we propose a multitask and scalable strategy that not only performs classification but also induces
reasoning, enabling broader generalization to other sensitive contexts.

Reasoning in Generative LLMs While focusing on improving prompt formulation and structure
is one way to enhance LLM performance, alternative approaches involve modifying how the models
process and respond to those prompts by leveraging their reasoning capabilities. Simple techniques to
encourage the models to “reason” before answering improve the already impressive results achieved
by Generative LLMs in classification tasks across several domains. For instance, chain-of-thought
prompting, which involves adding a few demonstrations that guide reasoning towards a solution, helps
models reproduce such reasoning before generating the final answer, ultimately improving performance
[32].

While chain-of-thought prompting is useful, it has been shown that explicit demonstrations of how
to conduct the reasoning are not necessary, as models are capable of reproducing this behavior by
themselves. This is achieved by simply indicating the model to “reason” by adding “let’s think step by
step” before each answer. Inspired by these ideas, new models have been trained to generate internal
chains of thought before producing final answers, with popular models like DeepSeek demonstrating
competitive performance against other state-of-the-art approaches [33].

Whether or not models are “really thinking” and despite the limitations that they face [34], the
richness and knowledge encoded in their “reasoning” can not be neglected and can be leveraged by
other models. There is work where smaller models can benefit from chain-of-thought reasoning by
learning in a distillation process to reproduce both the reasoning and final outputs generated by larger
models [35]. Other work leverages this knowledge by incorporating reasoning produced by larger
models as knowledge expansion of the original input to improve classification metrics [20]. In this
approach, although the reasoning is not reproduced, the knowledge embedded in the reasoning is still
utilized to improve model performance [20]. Other more direct approaches focus only on using final
categorical answers as a means of knowledge expansion, where, despite not incorporating reasoning, it
serves as an indirect knowledge transfer coming from larger models [17]. Other approaches do not rely
solely on either reasoning or final answer categories but instead incorporate reasoning generated after
producing answers to justify the output, leveraging both aspects [36]. This work exemplifies that the
reasoning capabilities of LLMs are valuable not only because they lead to more accurate final answers,
but also because the knowledge and insights expressed in the process can be leveraged effectively by
smaller models in different settings.

3. Methodology

The systems developed to address the three text classification tasks in the hard setting combine generative
LLMs with fine-tuning techniques in a multi-stage process. The methodology consists of three main
stages: (1) prompt-based classification with evolutionary optimization, (2) justification generation to
extract reasoning behind answers, and (3) fine-tuning with knowledge injection.

3.1. Prompt-Based Classification with Auto-Discovery of Relevant Elements

The first stage of the model consists of an auto-discovery and classification approach that lets the model
identify relevant elements autonomously. It has been shown that guiding the model by decomposing
the task into parts can improve performance in domains like hate speech detection, but it faces the
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Figure 1: Schematic representation of the genetic algorithm with systematic mutations, inspired by the
biological metaphor of evolutionary computation. The process begins with an initial population of prompts
and follows a classic evolutionary loop of selection, crossover, and evaluation. Rather than applying random
mutations, predefined mutation blocks are injected to introduce controlled, task-aware variations. In each
generation, prompts are evaluated and the top-performing variants are retained for the next iteration.

difficulty of carefully selecting its constituents [37]. To avoid the manual definition of components, we
aim for the models to discover them on their own.

We define a prompt, where we instruct generative LLMs to self-identify relevant elements that help
understand the tweet and are relevant for the tasks, and then to perform classification on the three tasks,
all in a single query. The prompt incorporates the task definitions and few-shot examples, which are
optimized through an evolutionary process described in the following subsection. The output includes
highlighted elements related to the input tweet, and classification predictions for all three tasks.

Performance of the optimized prompt at this stage is evaluated using as core models two different
generative LLMs: DeepSeek-R1-Distill-Llama-8B (AD-Dsk), a smaller model optimized for reasoning
and Gemini-1.5-Flash (AD-Gem), a larger non-reasoner general-purpose model.

3.1.1. Evolutionary Optimization

The optimization process adopts a classic genetic algorithm framework, incorporating selection,
crossover, and mutation phases. The initial population includes both handcrafted prompts and vari-
ants generated using GPT-4. To retain the highest-performing prompts across generations, we use
tournament and top-k selection strategies. Unlike conventional methods that rely on purely stochastic
mutations, we implemented a curated library of structured mutations, specifically designed to improve
the efficiency of the prompt in this context. This structured mutation strategy draws inspiration from
the concept of systematic mutation, recently introduced by Segura-Gómez et al. [38], in which each mu-
tation type is defined as a task-aware transformation intended to enhance prompt performance. In our
configuration, each mutation was selected based on empirical trends observed in prompt engineering
and validated through ablation studies. The complete evolutionary process, which encapsulates the
behavior of systematic mutations, is illustrated in Figure ??.

According to the proposed approach, we define a single prompt designed to address the reasoning of
the language model and solve all three tasks in a single call. This initial prompt or template includes for-



matting instructions, text generation, and most importantly, specific instructions for each subtask. While
this complete prompt is used as-is in the final system, during the optimization phase, it is segmented by
subtask, with each section optimized independently. This strategy enables the evolutionary process to
focus on a specific task at a time, thereby enhancing both its efficiency and stability. Additionally, it
allows for fine-grained control over the modifications applied to each functional block of the prompt.

Optimization Setup The evolutionary process was performed on a subset of 500 randomly selected
examples from the dev set. This subset is based on the collection of tweets originally introduced in
EXIST 2023 and follows the “Learning With Disagreement” paradigm, in which each tweet is annotated
by six distinct individuals [7]. These annotators represent a diverse range of perspectives, differing in
gender, age range, ethnicity, education level, and country of origin.

The selected subset includes tweets in both English and Spanish. Each tweet is annotated with both
consensus labels, computed via majority vote, and the full distribution of individual annotator labels.
For the purposes of the evolutionary process, only the consensus labels were used. This choice aligns
with the requirements of the fitness function, which operates on predefined classes: a single target
label in binary classification, or a reduced set of categories in multiclass tasks. This subset was used
consistently throughout the evolutionary cycle to evaluate the effectiveness of the generated prompts.

The procedure was executed over 10 generations with a population of 10 prompts. In each generation,
the best-performing candidates were selected via tournament selection, combined through crossover,
and modified using a structured mutation. Prompts were evaluated on the dev set using the Meta-Llama-
3.1-8B model to generate outputs, which were then scored using macro F1 as the fitness function. The
process prioritized interpretability and stability over aggressive exploration, aiming to generate prompt
variants that remained robust across different tasks and could generalize well when integrated into the
full pipeline. A detailed description of the prompt evolution system and intermediate prompt versions
is provided in Appendix A.

3.2. Process justifications before fine tuning

To leverage the model’s existing knowledge in the fine-tuning step, we further prompt a generative
LLM to justify the answers to the tasks generated during the Prompt-Based Classification. Thereby, we
obtain justification texts that explain the answers provided, showcasing the internal reasoning of the
models in a posterior process. We use Gemini-1.5-Flash to generate justification for both model outputs
in the previous steps.

Gemini justifications over AD-Gem answers serve as a way to extract reasoning from Gemini’s own
classification. While we can extract reasoning directly from DeepSeek, this approach presented several
challenges: consistency in the answers was not guaranteed, labels were not always present, and early
development results were unfavorable. Instead, we extract Gemini justifications over AD-DSk serve to
standardize answers in DeepSeek while also incorporating reasoning of Gemini explaining DeepSeek’s
classification.

These justifications will serve as knowledge injection to expand tweets in the next classification
stage.

3.3. Justification Enhanced (JE) Fine Tuning

The final stage consists of a fine-tuning process with knowledge injection obtained from the justifications
obtained from the previous step, following the approach presented in [36]. We focus on an XLM-
RoBERTa model trained on multilingual tweets (T-XLM-RoBERTa) [39].

The knowledge injection process is implemented by concatenating justifications with the original
tweets, creating a more informative representation for classification. The base T-XLM-RoBERTa model is
then fine-tuned separately to predict each of the three tasks using the enriched input. A final correction
process is applied to tasks 1.2 and 1.3 based on the answers of task 1.1: if the answer to 1.1 was negative,
we correct tasks 1.2 and 1.3 answers to reflect this dependency.



Figure 2: Overall methodology: we first evaluate the base prompt, extracting answers and then justifications
using generative LLMs. Justifications are then injected into a classification model, which is fine-tuned. We also
aggregate answers from different models via confidence-based voting.

These fine-tuned models are identified as (JE-DSk-FT) and (JE-Gem-FT), depending on the model used
to generate the answers that serve as guide to the justifications (AD-DSk and AD-Gem respectively).

Figure 2 outlines the overall methodology for individual systems, including the alternative tested in
the early stages.

3.4. Summary of the submitted models

Models submitted correspond to the individual fine-tuned versions JE-DSk-FT and JE-Gem-FT. A third
model is obtained by combining multiple models, expecting to obtain a more robust panorama of the
answers. The models considered are those obtained in the Prompt-Based Classification with Auto-
Discovery of Relevant Elements (AD-DSk and AD-Gem), as well as the ones obtained in Justification
Enhanced (JE) Fine Tuning (JE-DSk-FT and JE-Gem-FT ).

The ensemble model, identified as MixDSkGem, is produced by assigning a confidence score according
to the performance of each model in the dev set. Final answers are then weighted using these confidence
scores to finally output the answer with the highest confidence. For task 1.1 (binary classification) and
task 1.2 (multiclass classification), the highest-scored label is submitted, while for task 1.3 (multi-label
classification), we treated each label as a binary problem to decide if it is included in the labels submitted.

Table 1 contains a summary of the systems and the corresponding runs in the official leaderboard.

Table 1
Summary of evaluated systems and their submission number. The ensemble corresponds to the weighted sum
of responses from the systems AD-DSk, AD-Gem, JE-DSk-FT, and JE-Gem-FT for all three text tasks in a hard
setting.

System Submitted Run System Type
AD-DSk – Prompting only
AD-Gem – Prompting only
JE-DSk-FT Run 3 Fine-tuned
JE-Gem-FT Run 2 Fine-tuned
Mix-DSkGem Run 1 Ensemble (Prompting + Fine-tuned)

4. Results and Discussion

4.1. Results on dev

During the prompt evolution phase, we evaluated candidate prompts using Meta-Llama-3.1-8B as the
inference model and macro F1 score as the fitness function. Table 2 summarizes the results obtained



using the best evolved prompt versus the original base prompt across the three tasks on a 500-example
subset of the development data.

Table 2
Macro F1 Performance Across Tasks During Prompt Evolution with LLaMA 3.1 8B on a 500-example Dev Subset

Generation Task 1.1 Task 1.2 Task 1.3
Gen 0 0.8098 0.3109 0.0381
Gen 4 0.8250 0.4350 0.1650
Gen 6 0.8390 0.4850 0.1960
Gen 8 0.8470 0.5350 0.2250
Gen 10 0.8478 0.5724 0.2477

The evolved prompt led to consistent improvements across all tasks, with the most notable gain
observed in Task 1.2, which benefited from clearer intention phrasing. These results validate the
effectiveness of our systematic mutation strategy under a controlled evaluation setup. While these
scores are not directly comparable to the ICM-Hard-Norm metrics reported for Gemini-based evaluations,
they were essential for guiding the prompt optimization process and served as a foundation for the
final prompt adopted in downstream components of the system. A detailed description of the prompt
evolution process and intermediate versions is provided in Appendix A.

Final prompt evolution performance was evaluated using the complete dev dataset with Gemini-
1.5-Flash. Seed prompts performance show improvement from ranges of ICM-Norm from [0.71 −
0.73], [0.54 − 0.57], and [0.48 − 0.49] in tasks 1.1, 1.2, and 1.3 respectively to 0.74, 0.55, and 0.50
compared to the final prompt version. We observe an overall improvement of the final prompt in
tasks 1.1 and 1.3 compared to all seed prompts, while task 1.2 shows minimal improvement but still
outperforms the worst-performing seeds.

Table 3 shows the performance of auto-discovery prompting-based models and fine-tuned ones on
the dev dataset. From these results, we observed that fine-tuning the T-XLM-RoBERTa model with
justifications generated by LLMs significantly improves classification performance across all tasks,
compared to using only the classifications produced directly through prompting. Ensemble model based
on confidence voting Mix-DSkGem improves performances compared to individual models in tasks
1.1 and 1.2, and experiments a loss in task 1.3 compared with the fine-tuned models, suggesting the
merging process for this task is not optimal.

Furthermore, in the literature [17], we found that prompting with Gemini-1.0-pro without Auto
Discovery in the prompt (class_definitions_refined_prompt), achieved an ICM-Hard-Norm metric of
0.7318 in the dev set for task 1, and fine-tuning a T-XLM-RoBERTa model with only the tweets achieved
a 0.7940 ICM-Hard-Norm metric for task 1. This tells us that our system has the potential to obtain
competitive metrics in the test, specially the JE-Gem-FT model, with the advantage that the three tasks
can be obtained directly from a single request to the model, which helps reduce latency.

Table 3
ICM-Hard-Norm on dev for each task

System Task 1.1 Task 1.2 Task 1.3
AD-DSk 0.61 0.37 0.35
AD-Gem 0.74 0.55 0.50
JE-DSk-FT 0.79 0.61 0.58
JE-Gem-FT 0.81 0.64 0.59
Mix-DSkGem 0.82 0.64 0.54

class_definitions_refined_prompt 0.73 - -
FT T-XLM-RoBERTa 0.79 - -



4.2. Results on test

Tables 4 and 5 show the results obtained by our systems in the test set, for all tweets and divided
by language, respectively; and its position in the EXIST 2025 leader-board. Table 4 also presents the
performance of systems submitted to EXIST 2024 (N-LLM-R-Stack-Ra [20] and Resp_aware_in + FT
XLM-RoBERTa [17]), which are closely related to our proposed systems.

The majority of our submissions ranked in the top ten of all the evaluations, specially those for tasks
1 and 2. Our best submitted system ranked 4th for task 2 and it consists of the T-XLM-RoBERTa model
which was fine-tuned with the tweets plus the justifications generated by the Gemini-1.5-Flash model.
It is worth to notice that the ranking order achieved in the dev set is not preserved in the test set
for task 1, since the JE-Gem-FT system obtained a lower ICM-Hard metric. Still, the difference
is only 0.0005 points for the F1 metric, and for task 2, the difference is only 0.0021. This tells
us that the fine-tuning process helps an 8B parameter model like DeepSeek contribute
similarly to a larger model like Gemini-1.5-Flash, but with the advantage of being open source.

Regarding the results of N-LLM-R-Stack-Ra and Resp_aware_in + FT XLM-RoBERTa, these systems
correspond to fine-tuned XLM-RoBERTa models with tweets + generated-text-from-LLMs.
N-LLM-R-Stack-Ra consisted in asking to a Meta-Llama-3-8B-Instruct model to generate analysis that
supported the idea that the tweet was not related to sexism (negative reasoning). This analysis was
concatenated along with the tweet itself and then used as input for fine-tuning a T-XLM-RoBERTa
model. The Resp_aware_in + FT XLM-RoBERTa system consisted in prompting a Gemini-1.0-pro model
to classify the tweet as sexist or not. Then, the YES or NO answer was concatenated along with the
tweet and a XLM-RoBERTa model was fine-tuned with this new input.
As we can notice, incorporating justifications into the fine-tuning inputs significantly improves
classification performance, more than adding negative reasoning or adding the LLM classifi-
cation directly to the tweet. The previous demonstrates that the RoBERTa-based model benefits from
the contextual information extracted during LLM Auto Discovery prompting and it contributes to more
accurate detection of sexist tweets and a better identification of intent.

Table 4
System performance on the test set - Language: ALL

Task System ICM-Hard ICM-Hard Norm F1 Ranking

1.1 JE-DSk-FT 0.6127 0.8079 0.7945 5
JE-Gem-FT 0.6076 0.8054 0.7940 6
Mix-DSkGem 0.5246 0.7637 0.7652 35

1.2 JE-Gem-FT 0.4264 0.6386 0.5461 4
JE-DSk-FT 0.4118 0.6339 0.5482 5
Mix-DSkGem 0.3619 0.6177 0.5266 8

1.3 JE-Gem-FT 0.3980 0.5924 0.6125 8
Mix-DSkGem 0.3353 0.5779 0.6039 14
JE-DSk-FT 0.1310 0.5304 0.5861 23

1.1 N-LLM-R-Stack-Ra 0.5407 0.7718 0.7694 -
1.1 Resp_aware_in + FT XLM-RoBERTa 0.5486 0.7757 0.7746 -
1.2 Resp_aware_in + FT T-XLM-RoBERTa 0.2643 0.5859 0.5171 -



Table 5
System Performance on the test set - Languages: ES (Spanish) and EN (English)

Task System ICM-Hard ICM-Hard Norm F1

Spanish (ES)
1.1 JE-Gem-FT 0.6013 0.8007 0.8044

JE-DSk-FT 0.6012 0.8006 0.8052
Mix-DSkGem 0.5060 0.7530 0.7800

1.2 JE-Gem-FT 0.5256 0.6642 0.5852
JE-DSk-FT 0.5161 0.6612 0.5904
Mix-DSkGem 0.4623 0.6444 0.5752

1.3 JE-Gem-FT 0.4710 0.6052 0.6346
Mix-DSkGem 0.4079 0.5911 0.6227
JE-DSk-FT 0.2389 0.5534 0.6063

English (EN)
1.1 JE-DSk-FT 0.6143 0.8135 0.7802

JE-Gem-FT 0.6018 0.8071 0.7800
Mix-DSkGem 0.5312 0.7711 0.7455

1.2 JE-Gem-FT 0.2894 0.6001 0.4896
JE-DSk-FT 0.2685 0.5929 0.4860
Mix-DSkGem 0.2277 0.5788 0.4587

1.3 JE-Gem-FT 0.2961 0.5726 0.5805
Mix-DSkGem 0.2344 0.5575 0.5744
JE-DSk-FT -0.0095 0.4977 0.5604

5. Conclusions and Limitations

Our results confirm that incorporating LLM-generated justifications during fine-tuning boosts the
performance of our systems to competitive positions on the EXIST 2025 leader-board. Moreover, the
prompting method yields to a framework for solving the three task in a single query to the LLM, leading
to better metrics when coupled with the fine-tuning process.

The use of evolutionary computation proved promising for optimizing the prompt. The final evalua-
tion metrics did not change significantly, but we hypothesized that using this technique with smaller
prompts may be more beneficial in the prompt engineering process.

The experiments show that incorporating smaller open-source models, such as DeepSeek-R1-Distill-
Llama-8B, can achieve results similar to much larger models like Gemini-1.5-Flash for the process of
enrichment with reasoning and explanations.

Validation of the stability of the observed improvements remains to be explored, as the slight variation
between the dev and test rankings suggests that our models show room for improvement in terms of
generalization.
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A. Appendix: Evaluated Prompts

This appendix presents the top-performing prompt variations at different stages of the evolutionary
process. Each version includes the full phrasing used for the three EXIST 2025 subtasks.

All evaluations, prompt generations, and structured mutations were performed using LLaMA 3.1
8B in an 8-bit quantized configuration. The implementation leveraged PyTorch, the transformers
library [40], and bitsandbytes [41, 42] for efficient low-precision inference. All experiments were
executed on two NVIDIA Titan RTX GPUs (24 GB DDR6), provided by the Supercomputing Laboratory
at CIMAT Bajío [43].

Due to computational constraints, the evolutionary search was limited to 10 generations with a
population size of 10. The entire optimization process was inference-based, with no gradient updates
or additional training. Below, we present the best prompt per generation, showing how task-specific
instructions evolved through systematic mutation.

Prompt - Gen 0 (Seed)

Macro F1: T1.1 = 0.8098, T1.2 = 0.3109, T1.3 = 0.0381

TASK 1: Is there any gender-based assumption or judgment in this message?
TASK 2: Identify the intention behind the tweet: is it a direct sexist statement, a report of sexism,
or a judgement against sexism?
TASK 3: How would you classify the kind of sexism this tweet reflects — is it about stereotypes,
objectification, or maybe something more violent?

Prompt - Gen 4

Macro F1: T1.1 = 0.8250, T1.2 = 0.4350, T1.3 = 0.1650

TASK 1: Evaluate the given tweet for the presence of sexism, categorizing it as ’Direct Sexism’ if
sexism is directly expressed or stated, ’Described Sexism’ if sexism is described or referenced,
’Criticized Sexism’ if sexism is being criticized or challenged, or ’NO’ if no sexism is detected,
and also assess the tone and context to identify language that targets, belittles, or promotes sexist
situations based on a person’s gender.
TASK 2: As a social media analyst, consider the context and underlying message of the tweet:
does it actively promote or perpetuate sexism, serve as a means of documenting sexist behavior,
narrate or bear witness to a sexist moment, or express disapproval towards sexist attitudes by
explicitly promoting sexism, serving as a means of documenting sexist behavior, or pushing back
against and objecting to it; determine whether the tweet embodies sexism directly (DIRECT),
reports a sexist event that has occurred (REPORTED), or delivers a critical judgment of sexism
(JUDGEMENTAL).
TASK 3: Analyze the tweet for sexism and categorize it based on the specific type it exhibits.
Classify the sexism as one of three types: (1) Mocking feminism, which involves ridiculing or
disparaging feminist ideologies or individuals. (2) Objectifying women by reducing them to body
parts, where women are represented or addressed solely in terms of their physical appearance. (3)
Expressing direct aggression, which involves using threatening, derogatory, or violent language
towards women. Tag the corresponding sexism class accordingly, indicating the type of sexism
the tweet embodies.

Prompt - Gen 6

Macro F1: T1.1 = 0.8390, T1.2 = 0.4850, T1.3 = 0.1960



TASK 1: Evaluate the given tweet as a Social Media Content Moderator for the presence of
sexism, categorizing it as ’Direct Sexism’ if sexism is directly expressed or stated, ’Described
Sexism’ if sexism is described or referenced, ’Criticized Sexism’ if sexism is being criticized or
challenged, or ’NO’ if no sexism is detected, and also assess the tone and context to identify
language that targets, belittles, or promotes sexist situations based on a person’s gender, including
microaggressions or sexist undertones.
TASK 2: As a social media analyst, consider the context and underlying message of the tweet:
does it actively promote or perpetuate sexism, serve as a means of documenting sexist behavior,
narrate or bear witness to a sexist moment, or express disapproval towards sexist attitudes by
explicitly promoting sexism, serving as a means of documenting sexist behavior, or pushing back
against and objecting to it; determine whether the tweet embodies sexism directly (DIRECT),
reports a sexist event that has occurred (REPORTED), or delivers a critical judgment of sexism
(JUDGEMENTAL).
TASK 3: Analyze the tweet for sexism and classify it into one of three categories: (1) Mocking
feminism by ridiculing or disparaging feminist ideologies or individuals, (2) Objectifying women
by reducing them to body parts where women are represented or addressed solely in terms of
their physical appearance, (3) Expressing direct aggression by using threatening, derogatory, or
violent language towards women. Tag the corresponding sexism class accordingly, indicating the
type of sexism the tweet embodies.

Prompt - Gen 8

Macro F1: T1.1 = 0.8470, T1.2 = 0.5350, T1.3 = 0.2250

TASK 1: Evaluate the given tweet for the presence of sexism... provide specific examples of sexist
language and offer suggestions for how the author could rephrase the tweet to avoid perpetuating
sexism, be clear about the criteria used for categorization, and provide a detailed breakdown of
the tone and context.
TASK 2: As a social media analyst, determine the tweet’s intent: DIRECT, REPORTED, or
JUDGEMENTAL.
TASK 3: As a Social Media Analyst, analyze the tweet for sexism, classifying it into one of three
categories: (1) Mocking feminism by ridiculing or disparaging feminist ideologies or individuals,
(2) Objectifying women by reducing them to body parts where women are represented or
addressed solely in terms of their physical appearance, or (3) Expressing direct aggression by
using threatening, derogatory, or violent language towards women, and indicate the type of
sexism the tweet embodies with concise reasoning.

Prompt - Gen 10 (Final)

Macro F1: T1.1 = 0.8478, T1.2 = 0.5724, T1.3 = 0.2477

TASK 1: Evaluate the tweet, assigning YES if sexism is detected (direct, described, or criticized),
and categorize it as Direct Sexism, Described Sexism, or Criticized Sexism if sexism is present, or
NO if not.
TASK 2: Given a tweet that contains a sexist message, identify the intention behind the message.
Choose one of the following categories: DIRECT, REPORTED, JUDGEMENTAL.
TASK 3: If the tweet was not classified as sexist in TASK 1, respond with: NO. Oth-
erwise, identify and list all the types of sexism that apply: IDEOLOGICAL-INEQUALITY,
STEREOTYPING-DOMINANCE, OBJECTIFICATION, SEXUAL-VIOLENCE, MISOGYNY-NON-
SEXUAL-VIOLENCE.



Final Prompt Template

The final prompt is designed to elicit detailed and structured responses from the language model in a
JSON format. It consolidates general tweet-level metadata with task-specific classifications for sexism
detection, intention, and category. The evolved instructions are highlighted below.

TWEET: { }
INSTRUCTIONS: Return a JSON object with the following attributes. Answer based on the
content of the tweet.

"RELEVANT_INFO": Include 4 different sections where you add relevant information and
insights for the analysis.

"DISCLAIMERS_AND_WARNINGS": Warnings and disclaimers on potential bias or sensitive
content in the analysis.

"TASK1": Evaluate the tweet, assigning YES if sexism is detected (direct, described, or criticized),
and categorize it as Direct Sexism, Described Sexism, or Criticized Sexism if sexism is present, or
NO if not.
Examples for TASK1:
YES: "It’s less of #adaywithoutwomen and more of a day without feminists, which, to be quite
honest, sounds lovely"
YES: "I’m sorry but women cannot drive, call me sexist or whatever but it is true"
YES: "You look like a whore in those pants - My brother of 13 when he saw me in a leather pant"
NO: "Where all the white women at?"
NO: "The shocking video of a woman at the wheel who miraculously escapes an assassination
attempt"
NO: "Congratulations to the local high school basketball team on their big championship win!
The whole town is so proud"

"TASK2": Given a tweet that contains a sexist message, identify the intention behind the message.
Choose one of the following categories: DIRECT: The author expresses sexist ideas or incites
sexism. REPORTED: The author is sharing or describing a sexist event they witnessed or
experienced JUDGEMENTAL: The author is condemning or criticizing sexist behavior.
Examples for TASK2:
DIRECT: "A woman needs love, to fill the fridge, if a man can give this to her in return for her
services, I don’t see what else she needs."
REPORTED: "I doze in the subway; I open my eyes feeling something weird: the hand of the
man sat next to me on my leg #SquealOnYourPig."
JUDGEMENTAL: "As usual, the woman was the one quitting her job for the family’s welfare."

"TASK3": If the tweet was not classified as sexist in TASK 1, respond with: NO. Otherwise, identify
and list all the types of sexism that apply. Choose from the following categories: IDEOLOGICAL-
INEQUALITY: The tweet discredits the feminist movement, rejects gender inequality, or portrays
men as victims of gender-based oppression. STEREOTYPING-DOMINANCE: The tweet promotes
traditional gender roles, portrays women as less capable or suitable for certain tasks, or claims
male superiority. OBJECTIFICATION: The tweet reduces women to their physical attributes
or treats them as objects without personal agency. SEXUAL-VIOLENCE: The tweet includes
sexual harassment, explicit sexual suggestions, or references to sexual assault. MISOGYNY-NON-
SEXUAL-VIOLENCE: The tweet expresses hatred or non-sexual violence toward women.



Examples for TASK3:
IDEOLOGICAL-INEQUALITY: "#Feminism is a war on men, but it’s also a war on women. It’s a
war on female nature, a war on femininity"
IDEOLOGICAL-INEQUALITY: "I think the whole equality thing is getting out of hand. We are
different, that’s how we’re made!"
STEREOTYPING-DOMINANCE: "Most women no longer have the desire or the knowledge to
develop a high quality character, even if they wanted to."
STEREOTYPING-DOMINANCE: "I feel like every time I flirt with a girl they start to imagine all
the ways they can utilize me"
OBJECTIFICATION: "No offense but I’ve never seen an attractive African American hooker. Not
a single one"
OBJECTIFICATION: "Most of the times I just want women for sex just because every time I try
to make a relationship out of it they always break my heart"
SEXUAL-VIOLENCE: "Wanna touch your tits... you can’t imagine what I can do on your body"
SEXUAL-VIOLENCE: "Fuck that cunt, I would with my fist"
MISOGYNY-NON-SEXUAL-VIOLENCE: "Domestic abuse is never okay... Unless your wife is a
bitch"
MISOGYNY-NON-SEXUAL-VIOLENCE: "Some women are so toxic they don’t even know they
are draining everyone around them in poison. If you lack self-awareness you won’t even notice
how toxic you really are"
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