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Abstract

This paper presents the participation of AI Multimedia Lab in the third edition of the 2025 ImageCLEFmedical
GAN s task, which investigates privacy and security concerns around generated synthetic medical images. This
edition, the challenge comprises two complementary subtasks: (1) Detect which real images were used to train a
GAN based on given synthetic outputs and (2) Attribute each synthetic image to its specific real-image subset
of origin. We present our team’s approach, which combines traditional deep learning techniques on two-step
pipeline - feature extraction followed by clustering - for subtask 2, and Siamese Neural Networks for both subtasks.
Evaluated on benchmark testing datasets of real and synthetic lung CT slices, our Siamese-based method achieved
a Cohen’s kappa of 0.036 for Subtask 1 and 99.04% accuracy for Subtask 2. Finally, we discuss the strengths and
limitations of our methods and outline directions for improving the detection of training-data “fingerprints” in
GAN-generated medical images. All code used in this study is available in Github '.
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1. Introduction

Building on the foundation laid by previous editions [1, 2], part of ImageCLEF evaluation campaign [3, 4,
5], the third edition of the 2025 ImageCLEFmedical GANSs [6] task continues to explore the intersection
of generative models and medical imaging, with a particular focus on data privacy and security. This
edition introduces two complementary subtasks: (1) detecting which real images were used to train a
generative model based on its synthetic outputs, and (2) identifying the specific real-image subset from
which a given synthetic image was generated. These subtasks aim to investigate whether synthetic
medical images carry identifiable traces - “fingerprints” - of the data they were trained on, raising
important implications for privacy-preserving data generation.

This paper presents the participation of the Al Multimedia Lab - task organizing team - in the third
edition of the ImageCLEFmedical GANSs task. The paper is structured as follows: Section 2 presents
the tasks and the datasets, Section 3 presents the proposed methods and the results are presented and
discussed in Section 4. Finally, the paper closes with Section 5, where we present the conclusions.
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Table 1
Summary of the training and testing datasets available for subtask 1 — “Identify Training Data Usage”

Training dataset Testing dataset
Real images  Generated images Real images Generated images
100 (used)
100 (not used) 5,000 500 (used and not used) 2,000

2. The 2025 ImageCLEFmedical GANs Task

2.1. Subtask 1 - “Detect Training Data Usage”

This task introduced in the first edition has been continued in both following editions in the same setup.
The objective of the task is to detect “fingerprints” within the generated images to determine which of
the real images were used to train the GAN that generated the synthetic images. The data set provided
for this task consists of real and synthetic images generated, as described in Table 1.

2.2. Subtask 2 - “Identify Training Data Subsets”

To address Subtask 2, the goal was to predict which training subset was used to generate each image in
the testing set. The training dataset was structured into two main folders: one containing real images
and another containing synthetic (generated) images as described in Table 2. Each of these folders had
five subfolders (t1-t5 for real, and gen_t1-gen_t5 for generated), where each pair of corresponding
subfolders shared a one-to-one mapping. For example, real images in t1 were used to generate synthetic
images in gen_t1. The testing dataset comprised 25,000 generated images, each of which needed to be
assigned to one of the five original real-image subsets.
More information about both subtasks are available in the overview paper of the task [6].

3. Proposed Methods

3.1. Subtask 2 - “Identify Training Data Subsets”

We started with the second subtask “Identify Training Data Subsets” for which we proposed two
different approaches:

« Two step pipeline: feature extraction using pre-trained models and classification using Support
Vector Machine (SVM) and clustering using k-means and agglomerative hierarchical clustering;
+ Siamese Neural Networks trained on (real, generated) pairs.

3.1.1. Method 1 - Feature Clustering

We adopted the pipeline presented by our team in the previous editions [7, 8] to the current task setup.
In this edition, we tested different variations of the pipeline presented in Figure 1 for detecting the real
subset of training data used to generate each of the synthetic images.

Feature extraction — we employed four different pretrained models that were originally trained on
ImageNet dataset [9]: i) MobileNetV2 [10], ii) ResNet50 [11], iii) EfficientNet [12], and iv) DenseNet [13].

Table 2
Summary of the training and testing datasets available for subtask 1 - “Identify Training Data Subsets”
Training dataset Testing dataset
Real images Generated images Real images ~ Generated images
10,000 10,000 ) 25.000
(2,000 for each real-image subset) (2,000 generated from each real subset) ’




Real images Feature extraction Clustering
> MobileNetv2 > (means
ResNefs0 ; - .
Synthetic images EfficientNet hierarchical clustering
SVM
DenseNet

Figure 1: Overview of the proposed feature clustering methods for “Identify Training Data Subsets” subtask.

Clustering — Since the dataset includes five known training subsets, we explored three different
approaches to group and classify the data: i) k-means, ii) hierarchical clustering and iii) SVM. K-means
and hierarchical clustering are both unsupervised methods that group similar data points, but they work
in different ways: k-means clusters data by minimizing distance to cluster centers, while hierarchical
clustering builds a hierarchy based on how close points are to each other. SVM, on the other hand,
is a supervised method that learns to separate data based on labeled examples. By applying all three
methods, we aim to understand whether the extracted features can meaningfully represent the data.

We kept 10% of the training set for the validation of the methods, and the rest of the data provided in
the training set was used to train the models in order to bring the pretrained models to train them on
our problem.

3.1.2. Method 2 - Siamese Neural Networks

A Siamese neural network [14] is specifically designed to learn similarity between pairs of inputs.
It consists of two identical subnetworks (or branches) that share the same weights and parameters.
Each subnetwork receives one of the input samples and transforms it into a feature representation,
or embedding. These embeddings are then compared using a distance metric such as the Euclidean
distance to determine how similar the inputs are. The network is typically trained with contrastive loss,
which minimizes the distance for similar pairs and maximizes it for dissimilar ones.

We adopted a Siamese neural network architecture trained with contrastive loss to identify which
subset of the training data was used to generate each synthetic image in the testing set. This approach
enabled the model to learn a discriminative embedding space where real and synthetic images originating
from the same training subset are mapped close together, while those from different subsets are pushed
farther apart. The input pairs consisted of one real image and one synthetic image. Positive pairs were
formed from images originating from the same training subset, while negative pairs came from different
subsets. Each image was preprocessed by and normalizing pixel intensities to the [0, 1] range. These
pairs were used to train the Siamese model in different experimental setups.

The structure of the network that was used for the results presented in this paper is depicted
in Figure 2 and it was trained over 30 epochs using the Adam optimizer and contrastive loss. The
architecture of each Siamese branch included a series of convolutional layers followed by max-pooling,
culminating in a dense layer with L2 normalization to produce compact embeddings. Specifically, the
network consisted of four convolutional blocks (with 16, 32, 64, and 128 filters), each followed by
ReLU activation and max-pooling, and a final dense layer of 256 units with L2 normalization. The
final step was a distance computation layer, which calculated the Euclidean (L2) distance between the
two embeddings. Validation was performed using a set of positive and negative pairs to ensure that
each class was represented. After training, similarity scores were thresholded to compute validation
accuracy, distinguishing whether image pairs originated from the same training subset.

For inference on the testing set, we first computed class centroids by averaging the embeddings of
real training images for each subset. Each testing image was passed through the embedding network to
generate its feature representation, which was then compared to all centroids using Euclidean distance.
The label of the closest centroid was assigned as the predicted subset for the testing image.
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Figure 2: Block diagram of the proposed Siamese neural network.

3.2. Subtask 1 - “Detect Training Data Usage”

We applied the same Siamese neural network architecture used in subtask 2 shown in Figure 2 to address
subtask 1. In this setup, both branches of the network received synthetic images from the training
dataset. For positive pairs, each synthetic image was matched with a real image that had been used to
train the generative model. For negative pairs, the synthetic image was paired with a real image that
was not part of the training data for that specific subset.

4. Results and Discussion

4.1. Subtask 1 - “Detect Training Data Usage”

Training dataset

We evaluated the proposed Siamese Neural Network in two different training configurations and
obtained Cohen’s kappa scores of 0.35 and 0.50, respectively. These scores indicate a fair to moderate
agreement with the ground truth in identifying whether a given real image was used to train the
generative model. While not indicative of high precision, these results suggest that the model is able to
detect subtle patterns or “fingerprints” left by the training data in the synthetic images. A kappa of 0.50,
in particular, reflects a meaningful level of distinction between used and unused training data, although
there is still room for improvement in terms of discriminative reliability.

Testing dataset

Table 3 presents the results of two configurations of the proposed Siamese NN evaluated on the
testing dataset for subtask. The best-performing run (ID 1696) achieved a Cohen’s kappa of 0.036
with an accuracy of 51.80%, indicating only marginally better-than-random performance. The second
configuration (ID 1492) resulted in a negative kappa score (-0.044), suggesting performance slightly
worse than chance.

While both models yielded similar F1-scores (~0.54), the low kappa values reflect a weak agreement
with the ground truth and suggest that the network struggles to consistently distinguish between
images that were used in training and those that were not. This outcome highlights the challenging
nature of subtask 1, where the distinction between used and unused training images is subtle and
may not be reliably captured through visual similarity alone. These results point to the need for more
sensitive representations or alternative model strategies capable of detecting the latent “fingerprints”
left by GAN training processes.

4.2. Subtask 2 - “Identify Training Data Subsets”

Training dataset



This section presents the results obtained using both proposed methods to address this subtask.
Table 4 summarizes the performance on the training dataset using feature clustering approaches.
Based on the validation accuracy, evaluated on a held-out portion of the training data. Among the
three classification strategies, SVM consistently achieved the highest validation accuracy across all
feature types, with ResNet50 + SVM yielding the best overall performance (52.59%). This suggests that
supervised classification is more effective in capturing the discriminative patterns embedded in the
pretrained features, while unsupervised clustering methods were less reliable for this task.

To further analyze the classification behavior of the SVM with different feature representations,
we include confusion matrices (Figures 3a, 3b, 3c, and 3d) for the top-performing configurations:
DenseNet + SVM, ResNet50 + SVM, EfficientNet + SVM, and MobileNetV2 + SVM. These matrices
provide insight into class-wise performance and highlight specific confusion patterns. DenseNet +
SVM (Figure 3a): The classifier performed strongly for class t3, with 1,573 correct predictions, and
showed good performance for t1 as well. However, misclassifications were observed: a large number
of t4 samples were predicted as t3 (576), and t2 samples as t1 (335). ResNet50 + SVM (Figure 3b): This
configuration yielded the most balanced performance across all classes. It achieved high accuracy for
t1 (1,292), t2 (1,070), and t3 (1,041), with relatively lower off-diagonal confusion compared to other
models. Some confusion persisted between t4 and both t2 and t3, but to a lesser extent than in other
configurations. The diagonal dominance in the confusion matrix suggests that ResNet50 features
are more discriminative and lead to more consistent classification. EfficientNetB0 + SVM (Figure ??):
EfficientNetB0 showed high accuracy for t1 and t3 (1,364 and 1,164 respectively), but was less consistent
for t4, where 706 samples were incorrectly predicted as t1. There was also mild confusion between
t2 and t1. The model seems to capture certain class-specific features well but lacks robustness for
classes with overlapping characteristics, particularly those positioned in the middle of the label set.
MobileNetV2 + SVM (Figure 3d): MobileNetV2 demonstrated generally stable performance across all
classes, with good classification of t3 (1,379 correct). However, t2 and showed notable confusion with t1
and t3.

In order to visually analyze the clusters obtained with k-means and hierarchical clustering methods,
we plotted the PCA-2D projections for both real and synthetic images from the training dataset.

Figures 4-7 display the features projected into a 2D space using PCA with two components. These
visualizations correspond to different feature extractors (MobileNetV2, ResNet-50, DenseNet-121, and
EfficientNet) and provide insight into how well the clustering algorithms separate and group data.

By comparing these figures alongside the quantitative metrics in Table 4, we observe that the overall
cluster structures produced by k-means and hierarchical clusteringare generally similar, confirming the
stability of clustering results across methods. Figure 4-a and 4-b show the PCA-2D projections using
the features extracted using DenseNet-121 network. Both methods show a broader spread in the PCA
space, especially along the first principal component. Despite this dispersion, both clustering algorithms
continue to group real and synthetic samples in a similar manner. Figures 5-a and 5-b illustrate the
clustering results based on EfficientNet features. These projections show high overlap between real and
synthetic samples across most clusters. The results obtained using MobileNetV2, depicted in Figures 6—a
and 6-b show the PCA-2D projections using features extracted from MobileNetV2. Both clustering
methods yield clearly defined cluster boundaries, with a moderate degree of overlap between real and
synthetic images. The visual coherence of clusters across both methods suggests MobileNetV2 provides
a relatively disentangled feature space for both domains. Finally, Figures 7-a and 7-b illustrate the
clustering results based on ResNet-50 features. Both clustering methods capture similar structural
divisions in the embedding space, though the k-means clusters appear slightly more isotropic and

Table 3
Results of the proposed methods on the testing dataset for “Detect Training Data Usage” subtask

ID # Cohen’s Kappa Accuracy Precision Recall F1-score
1696 0.0360 0.5180 0.5162 0.5720 0.5426
1492 -0.0440 0.4780 0.4828 0.6200 0.5429
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Figure 3: Confusion matrices for different CNN feature extractors used with SVM.

Table 4

Results of the proposed feature clustering methods on the training dataset for “Identify training data subsets”

subtask

Feature extraction Classification Validation
# # features
method method accuracy
1 MobileNetV2 1280 k-means 0.2019
2 MobileNetV2 hierarchical clustering 0.1952
3 MobileNetV2 SVM 0.4111
4 ResNet50 2048 k-means 0.1970
5  ResNet50 hierarchical clustering 0.2003
6 ResNet50 SVM 0.5259
7  EfficientNet 1280 k-means 0.2072
8  EfficientNet hierarchical clustering 0.2062
9  EfficientNet SVM 0.1986
10 DenseNet 1024 k-means 0.1916
11 DenseNet hierarchical clustering 0.2376
12 DenseNet SVM 0.4955




PC1 o Real images - training dataset PC1

a. 4 Synthetic images - training dataset b.

Figure 4: The PCA-2D projections for the features extracted using the Densenet network: a) hierarchical
clustering, b) k-means.
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Figure 5: The PCA-2D projections for the features extracted using the EfficientNet network: a) hierarchical
clustering, b) k-means.
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Figure 6: The PCA-2D projections for the features extracted using the MobileNet network: a) hierarchical
clustering, b) k-means.
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Figure 7: The PCA-2D projections for the features extracted using the ResNet network: a) hierarchical clustering,
b) k-means.



Table 5
Results of the proposed methods on the testing dataset for “Identify training data subsets” subtask

Method ID# Accuracy Precision Recall F1 Specificity
Siamese Neural Networks 1396  0.9904 0.9904 0.9904  0.9904 0.9972
DenseNet + SVM 1271 0.4904 0.5691 0.4904  0.4832 0.8752
EfficientNet + SVM 1269 0.4912 0.5821 0.4912  0.4934 0.8743
ResNet + SVM 1268 0.5236 0.5981 0.5236  0.5326 0.8798
MobileNetV2 + SVM 1267 0.4111 0.4644 0.4111  0.3945 0.8547

evenly distributed. Overall, these visual analyses support the conclusion that both clustering methods
produce consistent structures across different feature extractors. Moreover, they confirm that synthetic
data is generally well aligned with real data in the learned feature spaces.

These results guided our selection of runs submitted — we selected only the best-performing configu-
rations (IDs 3, 6, 9, and 12) for official submission.

When it comes to Siamese neural network described in Section 3, we obtained an accuracy of 100%.

Testing dataset

Table 5 reports the performance of the proposed methods on the official testing dataset for subtask 2.
Among all evaluated approaches, the Siamese Neural Network (ID 1396) achieved a significantly higher
performance than all feature clustering methods, reaching an accuracy of 99.04%, with equally high
precision, recall, F1 score, and a specificity of 99.72%. This confirms the effectiveness of the Siamese ar-
chitecture in learning fine-grained similarity patterns between real and synthetic images.In contrast, the
feature-based SVM classifiers, while substantially less accurate, showed varying degrees of performance
depending on the feature extractor used. ResNet + SVM (ID 1268) achieved the best accuracy among
the clustering-based methods (52.36%), followed by EfficientNet and DenseNet configurations. Notably,
MobileNetV2 + SVM lagged behind with the lowest performance (41.11% accuracy), indicating that its
learned features may be less separable for this task. Precision and specificity trends followed similar
patterns, reinforcing that deeper architectures such as ResNet and DenseNet yield more discriminative
embeddings.

Overall, these results confirm that supervised similarity learning using a Siamese architecture sub-
stantially outperforms unsupervised and supervised clustering approaches for identifying the origin of
synthetic medical images.

5. Conclusions

In this paper, we presented the participation of the Al Multimedia Lab in the third edition of the
ImageCLEFmedical GANs 2025 task, which focuses on identifying traces of real-image usage in synthetic
medical images generated by GANs. Our contributions addressed both subtasks of the challenge using
a combination of traditional machine learning and deep learning techniques.

For subtask 1, which aimed to detect whether a real image was used in the training of a GAN, we
applied a Siamese neural network trained to differentiate used versus unused real images based on
paired similarity with synthetic outputs. Although the training results suggested the model could
identify subtle training data patterns (kappa up to 0.50), performance on the official test set was limited
(a kappa score of 0.036), highlighting the difficulty of the task and the need for more sensitive modeling
approaches.

In subtask 2, which required identifying the specific real-image subset used to generate each synthetic
image, we proposed two complementary approaches: (1) a feature clustering pipeline using pretrained
models and traditional classifiers, and (2) a Siamese neural network trained to learn subset-specific
embeddings. Among the evaluated methods, the Siamese network achieved the best performance by far,
with an accuracy of 99.04% on the test set, demonstrating its effectiveness in learning discriminative
patterns for subset attribution. Feature-based SVM classifiers performed reasonably well, with ResNet50
features achieving over 52% accuracy, but were clearly outperformed by the Siamese approach.



Overall, our results show that while detecting whether an image was used in GAN training remains
a challenging problem, identifying the origin subset of synthetic images is feasible with high accuracy
using supervised similarity learning.
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