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Abstract
Our team’s primary contributions to the ImageCLEFmedical GANs 2025 task are as follows. This task evaluates
whether medical images generated by Generative Adversarial Networks (GANs) utilized specific real images
while training the generative models. We developed a methodology that fine-tuned and evaluated multiple pre-
trained models based on a contrastive learning framework, combined with a Mixture of Experts (MoE) strategy
to fuse these models. Leveraging the similarity of feature extractions between generated and real images, we
performed a binary classification task to identify real images that were potentially used during GAN training. Our
best-performing model achieved a Cohen’s Kappa score of 0.108 among the submitted results. Our experimental
findings demonstrate that our approach can effectively distinguish between "used" and "unused" real images in
the context of GAN training. Our code is public available at https://github.com/zhangdt123/image.
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1. Introduction

Deep learning has achieved remarkable progress in medical image analysis, demonstrating powerful
capabilities in tasks such as classification, detection, and segmentation. However, the high performance
of deep neural networks typically depends on large-scale, high-quality, and accurately annotated
datasets. Due to the high cost of image acquisition, the need for expert annotation, and concerns about
patient privacy, obtaining sufficient training data in medical imaging is often challenging. As a result,
models are limited in terms of generalization and robustness [1].

In this context, deep generative models—such as Generative Adversarial Networks (GANs), Variational
Autoencoders (VAEs), and Diffusion Models—offer a promising solution. By learning the underlying
distribution of real medical images, these models can synthesize structurally coherent and semantically
consistent images, effectively mitigating the problem of data scarcity to a certain extent [2]. Furthermore,
synthetic images can be leveraged for data augmentation, enhancing the stability of model training under
limited data conditions and even providing additional "virtual samples" for clinically rare conditions,
thereby broadening the applicability of medical AI models [3].

Despite the significant potential of deep generative models in medical imaging, their application
is accompanied by a range of non-negligible concerns, particularly in the areas of privacy protection,
ethical compliance, and clinical usability.

First, training generative models often requires access to large volumes of real patient imaging data.
Without stringent data de-identification and access control measures, there is a risk of compromising
patient privacy [4]. Moreover, although the generated images are synthetic, their underlying feature rep-
resentations may still retain identifiable information from the original data, especially when employing
high-fidelity models such as Generative Adversarial Networks (GANs). This risk of "re-identification"
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makes it difficult for synthetic data to fully comply with data protection regulations such as the Gen-
eral Data Protection Regulation (GDPR) and the Health Insurance Portability and Accountability Act
(HIPAA) [5].

Second, generative models are susceptible to misuse. Utilizing synthetic medical images without
thorough validation may cause models to rely on spurious features, ultimately compromising their
diagnostic accuracy in real-world clinical settings [6]. For example, models may learn to recognize
abnormal structures or lesion patterns that do not exist in authentic data, thereby undermining the
reliability of clinical decisions. Additionally, if synthetic images are used in diagnostic tasks without
expert annotation or review, this could lead to legal disputes concerning medical accountability and
malpractice [7].

To advance research on the controllability, quality assessment, and clinical applicability of generative
models in medical imaging, the ImageCLEF initiative has organized a series of medical challenge
tasks.Our team’s username is taozi. The 2025 ImageCLEFmedical competition includes a dedicated
subtask focusing on generative models,[8] aiming to evaluate generative methods’ feasibility and
practical value in real-world medical scenarios. This study focuses on the competition’s subtask titled
"ImageCLEFmed GAN 2025: Training Data Analysis and Fingerprint Detection," [9] which centers on
analyzing synthetic biomedical images to determine whether specific real images were used during the
training of generative models. It’s also named Subtask 1: “Detect Training Data Usage”. Specifically, for
each real image in the test set, the goal is to predict whether it was used in generating a given synthetic
image (label 1) or not (label 0). The core challenge is to detect the presence of "fingerprints" of training
data within the synthetic outputs.

Since synthetic images are generated by modeling the data distribution of real images, they often
exhibit strong statistical similarity to authentic samples. The closer a generated image’s distribution is
to that of real images, the higher its perceived quality and visual realism. In this study, we formulate the
task as a binary classification problem: determining whether a given real image was used during the
generation process. To achieve this, we compute image similarity scores—higher similarity indicating
likely usage and lower similarity suggesting non-usage.

Our approach primarily leverages a contrastive learning strategy combined with three pre-trained
models and a Mixture-of-Experts (MoE) framework for training and evaluation. The pre-trained models
include ResNet50, ViT-B/16, and EfficientNet-B0. First, we utilize these models to precompute similarity
matrices between synthetic images and real training images, forming a candidate pool of positive samples
for the contrastive learning framework. Next, the pre-trained models act as feature extractors, with a
dynamic projection head applied for dimensionality reduction, enabling multi-level feature decoupling
and adaptive parameter tuning. Finally, the trained deep learning models extract features from input
images, and inter-feature similarities are computed. Within the contrastive learning framework, these
features provide a more accurate representation of image similarity.

By integrating contrastive learning with diverse pre-trained models, we can comprehensively evaluate
the similarity between generated and real images, thereby effectively solving the binary classification
task. Based on the individual performance of the pre-trained models, we apply a Mixture-of-Experts
(MoE) mechanism to fuse their outputs, offering richer feature representations and more robust guaran-
tees for image analysis and interpretation.

2. Related Work

With the widespread application of deep learning in medical image analysis, models’ reliance on large-
scale, high-quality annotated datasets has become increasingly prominent. However, acquiring medical
images is often constrained by high collection costs, stringent ethical approvals, specialized manual
annotations, and concerns over patient privacy. These practical limitations hinder the generalization
and robustness of AI models in tasks such as lesion detection, organ segmentation, and modality
transformation. As a result, synthesizing medical images using deep generative models—as a means of
data augmentation, supplementation, or even substitution for real samples—has emerged as a prominent
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Figure 1: Overview of the Proposed Dynamic Contrastive Learning Framework

research focus in recent years [2, 3].
Typical applications of synthetic images in the medical domain include data augmentation, where

additional training images are generated in few-shot scenarios to enhance model performance [10];
modality completion and transformation, such as generating one modality from another (e.g., CT to MRI),
thereby facilitating multimodal learning and registration [11]; and privacy-preserving data sharing,
where synthetic images are used to construct open-source medical datasets, alleviating restrictions on
real data distribution.

Nevertheless, medical image synthesis faces multiple challenges. First, unlike natural images, medical
images exhibit highly specialized anatomical and pathological structures. If these are not accurately
expressed in the synthetic output, the result may appear visually plausible yet lack clinical relevance [6].
Second, there is currently no standardized, objective, and reproducible framework for evaluating the
quality of generated medical images. This not only hampers the assessment of diagnostic utility but also
impedes fair benchmarking across models [8]. Moreover, if model training does not adequately mitigate
data leakage risks, there remains the possibility that real patient images are "implicitly memorized" and
reproduced in the generated output [12].

In terms of technical approaches, the dominant generative models currently include:
Generative Adversarial Networks (GANs), such as pix2pix, CycleGAN, and StyleGAN, are widely

used for generating and translating CT, MRI, and X-ray images due to their ability to produce highly
detailed and visually realistic results [13, 14]. Variational Autoencoders (VAEs) are better suited for
modeling the latent distribution of images, generating stable but less detailed outputs, and are often
employed in scenarios requiring control over anatomical shape or organ structure [15]. Diffusion
Models have recently gained traction in medical imaging for their iterative generation process, offering
improved stability and higher-quality synthesis compared to GANs, particularly in high-resolution
image generation tasks [16]. Conditional Generative Models (e.g., cGANs, VAE-GANs) incorporate
structural information such as labels, semantic maps, or medical text, enabling the production of
synthetic images with higher clinical fidelity.

3. Methods

Figure 1 illustrates the overall architecture of our proposed dynamic contrastive learning model. The
system begins with an input image, which is augmented and passed through a pre-trained ResNet-50



backbone (initialized with ImageNet weights) to extract high-level visual features. These features
are subsequently projected into an embedding space using a dynamic projection head incorporating
multi-layer perceptrons and generating normalized representations.

To facilitate contrastive learning, a similarity matrix precomputed from image features is utilized
to dynamically construct a positive pool for each generated image. This enables adaptive positive
matching by selecting real samples with similarity scores exceeding a predefined threshold or selecting
top-k similar examples when insufficient matches are available. Simultaneously, negative samples
are obtained through a FIFO memory queue, which stores normalized embeddings from previous
mini-batches, ensuring stable and diverse contrastive pairs.

A momentum encoder—synchronized with the online encoder using exponential moving average
updates—is employed to encode the positive samples, reducing noise and enhancing representation
consistency. Both online and momentum embeddings are input into the InfoNCE contrastive loss
function, where the model is trained to minimize the distance between positive pairs while maximizing
separation from negative instances.

This dynamic sampling strategy, in combination with momentum encoding and a structured memory
queue, significantly enhances the model’s capacity for robust representation learning, especially under
distributional shifts between generated and real samples.

3.1. MoCo Framework

MoCo (Momentum Contrast), proposed by Kaiming He’s team, is a self-supervised learning framework
designed to extract effective visual representations from unlabeled data using contrastive learning. The
core idea of MoCo involves two key innovations:

First, it introduces a dynamic queue of negative samples, which stores feature representations of
previous batches extracted by a momentum encoder. This allows for a large and consistent set of negative
examples, which is crucial for effective contrastive learning. Second, MoCo employs a momentum
encoder whose parameters are updated using an exponential moving average (EMA) from the online
encoder. This design ensures stability in feature representation across different training iterations.

𝜃momentum ← 𝑚 · 𝜃momentum + (1−𝑚) · 𝜃online (1)

On the one hand, this mechanism generates stable feature representations, preventing the rapid
updates of the online encoder from destabilizing the contrastive learning objective. On the other
hand, since the momentum encoder extracts all features in the negative sample queue, it ensures
**consistency** within the queue.

Regarding the loss function, MoCo employs the InfoNCE loss (a contrastive loss), which encourages
the model to bring positive sample pairs closer in the feature space while pushing apart negative pairs.

ℒ = − log
exp(𝑞 · 𝑘+/𝜏)

exp(𝑞 · 𝑘+/𝜏) +
∑︀

𝑘− exp(𝑞 · 𝑘−/𝜏)
(2)

Here, 𝑞 represents the query feature, 𝑘+ is the positive key feature, 𝑘− is the negative key feature,
and 𝜏 is the temperature coefficient. The query feature is obtained by feeding an augmented version
of the current input image through the online encoder (e.g., a ResNet). The momentum encoder
processes a different augmentation of the same image (or another positive sample image) to generate
the corresponding key feature.

We adopted the widely used MoCo v2 as the baseline contrastive learning framework, enhancing it
with a nonlinear projection head (MLP) and richer data augmentation strategies. To better address the
characteristics of the generated image detection task, we made the following extensions to the MoCo
v2 framework:

Positive sample selection: Rather than relying solely on data augmentations to create positive pairs,
we selected positives based on precomputed semantic similarity between the generated image and real
images used during training. This improves the quality and relevance of positive samples.
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Figure 2: Overview of the MoE Framework

Adaptive temperature coefficient: Instead of using a fixed global temperature, we introduced sample-
specific temperature values, allowing the model to adjust its learning focus dynamically for each
sample. This is particularly beneficial in tasks with complex feature distributions and varying sample
difficulty—such as in generated image detection.

Loss function: We adopted a Hybrid Contrastive Loss, which calculates similarity using negative
samples from the queue and incorporates additional supervision from the momentum encoder’s per-
spective. This hybrid formulation combines standard contrastive loss with momentum-aware guidance
to enhance representation learning.

ℒtotal = ℒ1 + ℒ2 (3)

ℒ1 = 𝛼 · 1
𝐵
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For each positive sample 𝑖 in the batch, the cosine similarity between the online feature 𝑞𝑖 (denoted
as 𝑜𝑛𝑙𝑖𝑛𝑒𝑒𝑚𝑏) and the momentum feature 𝑘+𝑖 (denoted as 𝑚𝑜𝑚𝑒𝑚𝑏) is computed as follows:

pos_sim𝑖 = 𝑞𝑖 · 𝑘+𝑗 (6)

For each negative sample 𝑘−𝑗 in the queue, the dot product between the online feature 𝑞𝑖 and the queue
vector is calculated as follows:

neg_sim𝑖,𝑗 = 𝑞𝑖 · 𝑘−𝑗 (j ∈ {1, 2, 3, ...,𝐾}) (7)

Here, 𝐾 denotes the capacity of the queue. The resulting negative sample similarity matrix has the
shape [𝐵,𝐾], where 𝐵 is the batch size. Among them, the formula 𝜏fixed = 𝜏𝑖.𝑑𝑒𝑡𝑎𝑐ℎ() represents that
the gradient of temperature values is blocked. The weight parameter 𝛼 (denoted as 𝑙𝑜𝑠𝑠𝑎𝑙𝑝ℎ𝑎 in the
code) regulates the balance between online loss and momentum loss, with a default value of 0.7.



3.2. Dynamic Projection Head

Traditional contrastive learning frameworks (e.g., MoCo, SimCLR) typically employ fixed linear or
multilayer perceptron (MLP) projection heads to merely map high-dimensional features—output by
the backbone network—into a lower-dimensional space. As illustrated in the diagram, we extend this
architecture in our work, primarily comprising two core enhancements:

Feature Dimension Adaptation: We project the backbone network’s 2048-dimensional features (output
from ResNet50) into a 256-dimensional contrastive learning space. Dynamic Temperature Generation:
We propose generating sample-wise adaptive temperature parameters 𝜏 ∈ (0.05, 0.2) dynamically
based on input features. The temperature paramete 𝜏𝑖 is adapted for each sample as follows:

𝜏𝑖 = 0.05 + 0.15 · 𝜎(𝑊 · 𝑧𝑖 + 𝑏)

where 𝜎 denotes the Sigmoid function, and 𝑧𝑖 is the feature vector after projection.

3.3. Mixture of Experts (MoE)

Mixture of Experts (MoE) is a machine learning paradigm that integrates multiple sub-models (experts)
and dynamically weights their outputs. The core idea is to allow different experts to specialize in
learning distinct subspaces of the input data, enabling adaptive feature fusion through a gating network
that intelligently assigns weights to each expert.

In this work, we introduce a novel design of the MoE architecture tailored to better meet the require-
ments of our task. Specifically, we incorporate three heterogeneous networks as experts: ResNet50 (for
local texture), EfficientNet-B0 (for fine-grained features), and Vision Transformer (for global semantics).
After unifying their outputs to the same dimensional space, we apply L2 normalization to eliminate
discrepancies in magnitude. A gating network is then constructed to dynamically fuse expert features
using a two-stage cascade structure:

𝐺(𝑋) = 𝑆𝑜𝑓𝑡𝑚𝑎𝑥(𝑊2 ·𝐺𝐸𝐿𝑈(𝑊1 · 𝐶𝑜𝑛𝑐𝑎𝑡(𝑓𝑟𝑒𝑠, 𝑓𝑒𝑓𝑓 , 𝑓𝑣𝑖𝑡))) (8)

𝑓𝑟𝑒𝑠, 𝑓𝑒𝑓𝑓 , 𝑓𝑣𝑖𝑡 denote the image feature vectors extracted by the three pre-trained models, respectively,
and are processed with L2 normalization. The first layer of the gating network is parameterized by
a weight matrix 𝑊1 ∈ 𝑅512×6144, which projects the concatenated 6144-dimensional input into a
512-dimensional hidden space. The second layer is parameterized by 𝑊2 ∈ 𝑅3×512, responsible for
generating the weight scores corresponding to each expert.

Secondly, a multi-head cross-attention mechanism (with 8 heads) is introduced to enhance inter-expert
feature interaction:

𝐴𝑡𝑡𝑛𝑜𝑢𝑡 = 𝑀𝑢𝑙𝑡𝑖𝐻𝑒𝑎𝑑(𝑄 = 𝐾 = 𝑉 = 𝐸𝑥𝑝𝑒𝑟𝑡𝐹𝑒𝑎𝑡𝑠) (9)

The query, key, and value matrices are all derived from the stacked feature representations of the
three experts 𝐸𝑥𝑝𝑒𝑟𝑡𝐹𝑒𝑎𝑡𝑠 ∈ 𝑅𝐵×3×2048. The MultiHead module employs an 8-head cross-attention
mechanism, where each head has a dimensionality of 𝑑𝑘 = 2048/8 = 256. The overall process is shown
in Figure 2.

4. Experiments

4.1. Evaluation Metrics

To simplify our experimental analysis, we did not partition a validation set from the dataset but instead
utilized the entire training set for model training. Subsequently, we submitted our results to the
IMAGECLEFMED Gans 2025: Recognition of Training Data Fingerprints Challenge. This challenge is
formulated as a binary classification task, with evaluation criteria comprising several key performance
metrics: the Kappa value, accuracy, precision, recall, and F1-score. Notably, the Kappa value has been



designated as the primary evaluation metric for this year’s competition. The definitions for these
metrics are as follows:

Kappa =
𝑃𝑜 − 𝑃𝑒

1− 𝑃𝑒
(10)

Precision =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
(11)

Recall =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
(12)

𝐹1 = 2 · Precision ·Recall
Precision+Recall

(13)

Accuracy =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
(14)

𝑃𝑜 represents the probability of observed agreement, i.e., the proportion of instances where two
evaluators (raters) assign the same classification in practice. 𝑃𝑒 denotes the probability of expected
chance agreement, assuming that the two evaluators classify instances independently and randomly.
True Positives (TP) refer to the number of samples where the model correctly predicts the positive class,
and the actual class is also positive. False Positives (FP) represent the number of samples where the
model incorrectly predicts the positive class for instances that are actually negative. True Negatives (TN)
indicate the number of samples where the model correctly predicts the negative class for true negative
instances. False Negatives (FN) correspond to the number of samples where the model erroneously
predicts the negative class for instances that are actually positive.

4.2. Experimental Results

In this experiment, we evaluated the task across three pre-trained models. During the testing/inference
phase, inheriting the objective design from contrastive learning pre-training (a characteristic of the
MoCo framework), we primarily employed cosine similarity to assess the relationship between generated
images and real images. Based on similarity scores, classifications were performed to derive the Kappa
value, accuracy, precision, recall, and F1 score.

To enhance the diversity of the training data and improve the model’s generalization capability, we
applied data augmentation techniques to the training images, including random cropping, flipping,
color jittering, and input normalization. These operations ensured that contrastive learning could
effectively discriminate semantic features. Additionally, within the contrastive learning framework, for
each generated image, we selected at least two positive samples and five negative samples for training.
This approach allowed us to evaluate the performance of different pre-trained models during testing.

By systematically incorporating diverse pre-trained models, we aimed to assess their individual
contributions to the final task outcomes. This enabled the integration of these models to construct a
suitable Mixture of Experts (MoE) hybrid model. Through this comprehensive experimental design, we
could more accurately evaluate the feature extraction capabilities of each pre-trained model for image
characterization, providing valuable insights for future improvements in image processing and analysis.
Key parameter categories and the specific values used in the experiments are summarized in the table.

For ResNet50, we systematically tested various combinations of the following critical parameters:
𝑁𝑢𝑚_𝑛𝑒𝑔_𝑠𝑎𝑚𝑝𝑙𝑒𝑠: The number of negative samples sampled. 𝑀𝑖𝑛_𝑝𝑜𝑠_𝑠𝑎𝑚𝑝𝑙𝑒𝑠: The minimum
number of positive samples selected. 𝐿𝑜𝑠𝑠_𝑎𝑙𝑝ℎ𝑎: The weighting coefficient balancing the online
loss and momentum loss. 𝐵𝑎𝑡𝑐ℎ_𝑠𝑖𝑧𝑒: The size of training batches. 𝑆𝑖𝑚_𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑: The similarity
threshold for classification decisions (based on cosine similarity). These parameters represent a critical
hyperparameter set that directly influences model training and evaluation outcomes.

We performed predictions on all 500 generated images and submitted these results. To evaluate
model performance, we adopted Cohen’s Kappa as the primary evaluation metric due to its significant



Table 1
Some important parameter lists.

Parameter Category Configuration 1 Configuration 2 Configuration 3
Num_neg_samples 5 1 10
Min_pos_samples 2 1 5
Loss_alpha 0.7 0.7 0.7
Batch_size 128 128 128
Sim_threshold 0.6 0.65 0.6
Learning_rate 3e-4 3e-4 3e-4

Table 2
Presentation of experimental results.

ID Model type Kappa accuracy precision recall F1
1875 ResNet50 0.108 0.554 0.554 0.552 0.553
1874 MoE -0.032 0.484 0.487 0.604 0.539
1169 EfficientNet-B0 -0.084 0.458 0.465 0.56 0.51
1140 Vision Transformer -0.02 0.49 0.49 0.70 0.58
1179 ResNet50 0.004 0.502 0.504 0.228 0.314
1107 ResNet50 0.06 0.53 0.539 0.42 0.47

advantages in computer vision tasks involving imbalanced class distributions or scenarios requiring
consistency assessment, making it particularly suitable for this task. Additionally, the F1-score was
used as a secondary metric, as it holistically integrates precision and recall, providing a more com-
prehensive performance evaluation. This evaluation protocol ensured a thorough understanding of
model performance under varying conditions. In total, we submitted seven distinct sets of results.
The table summarizes partial detailed scores, displaying the specific conditions and corresponding
evaluation metrics for each submission. These outcomes facilitate further analysis and model refinement
to enhance its practical applicability and effectiveness.

As shown in the table, we submitted a total of ten results and selected six representative results for
presentation. Through experimentation, we observed that different parameter combinations significantly
influence the outcomes. Due to hardware constraints, our parameter combination optimizations were
primarily focused on ResNet50. When ID number is 1107, ResNet50 uses Configuration 3 from Table 1.
ID number 1179 uses Configuration 2. ID number 1875 uses Configuration 1. Notably, the ResNet50 of
configuration 3 demonstrated relatively superior performance on the test set compared to other models.

5. Conclusions

In this study, we employed multiple pre-trained models integrated with contrastive learning frameworks
for classification. By defining a similarity threshold, images were classified based on their similarity
scores between real and generated images. Features of the generated images were extracted using
different pre-trained models and then matched against real images. Depending on the performance of
each pre-trained model, their outputs were fused via a Mixture of Experts (MoE) strategy to leverage
their complementary strengths. Moving forward, we plan to investigate methods to further optimize
the MoE framework, focusing on refining dynamic weighting mechanisms and adaptive model selection.
This aims to enhance cross-model collaboration for more precise feature alignment and maximize the
collective performance of the integrated models.
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