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Abstract
The Multi-Author Writing Style Analysis (MAWSA) task asks to find the locations of writing style changes at
different text levels. This task can assist in other applications such as plagiarism, security, and commerce. 2020,
existing MAWSA models have commonly represented any boundary between two consecutive segments by
joining them. The representations of these joined segments then serve as the input for these models. This join
may lose style features within each segment. In this paper, the proposed method exploits relationships between
segments using Graph Convolutional Networks (GCNs). Boundaries and segment representations are depicted
independently. The PAN 2025 dataset is provided at three different levels of topic distributions: easy, medium, and
hard, while changes appear on the sentence level. The trained model, named STAR-GCN-MAWSA, achieved an
𝐹1-score of 0.857, 0.764, and 0.662 for easy, medium, and hard MAWSA instances on validation sets, respectively.
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1. Introduction

PAN1 organizes a series of scientific competitions to promote research on stylometry and digital text
forensics. It has provided a Multi-Author Writing Style Analysis (MAWSA) task since 2017. This
task focuses on differentiating author styles within multi-authored text documents without providing
comparison documents. It segments a text document. It then examines the boundary between each
segment to determine whether it separates two segments written by the same author. For example, if a
document is segmented into five segments 𝑆1 to 𝑆5, there are four boundaries located between these
five segments 𝐵1 to 𝐵4. Developing MAWSA models can assist other practical applications such as
plagiarism, security, and commerce. In plagiarism, MAWSA solutions can suggest potential plagiarism
cases by identifying changes in writing style without comparing the suspected and source documents.
In security measures, unauthorized modifications to sensitive documents can be identified to fortify the
security systems. In commerce, the coherence of writing style can be improved for proofreaders and
institutions by minimizing variations in writing style to adhere to a single style in their documents.
The previous PAN editions aimed to tackle the MAWSA task from different aspects by proposing

different levels of subtasks, which can be categorized into four subtasks. The first subtask determined
single/multi-author document, which was provided in MAWSA 2017 - MAWSA 2022 [1, 2, 3, 4, 5, 6].
The second subtask detected change positions (boundaries) on the sentence level in MAWSA 2017 and
MAWSA 2022 [1] or on the paragraph level in MAWSA 2020 - MAWSA 2024 [4, 5, 6]. The third subtask
identified the actual number of authors who wrote a given document in MAWSA 2019 [3]. The last
subtask considered the attribution that assigned all segments uniquely to their respective authors in
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MAWSA 2021 and MAWSA 2022 [5, 6]. In this year, MAWSA 2025 [7, 8] is related to the second subtask,
detecting change positions on the sentence level, while focusing on topic diversity in datasets.
Since 2020, most existing models represent boundaries between segments by concatenating these

segments. For example, the boundary 𝐵𝑖 concatenates two segments 𝑆𝑖 and 𝑆𝑖+1 to form one pair 𝑆𝑖𝑆𝑖+1.
This input pair is then represented by using the representations of the pair 𝑆𝑖𝑆𝑖+1 as input in most
existing models. This concatenation can eliminate the need to explicitly work on boundary features.
However, it loses segment representations. In other words, this concatenation does not preserve the
representation of each segment alone through the processing within models. Thus, segments cannot
be retrieved at the end of the processing. For example, author attribution and author counting were
studied in MAWSA 2019, MAWSA 2021, and MAWSA 2022, which are based on segment representations
themselves. This motivates us to close this gap.
In addition, comprehending relationships between textual segments, such as words and sentences,

would enhance the detection of writing styles. Graph-based solutions take a graph as input, trying
to involve structural properties within the data. Graph Neural Networks (GNNs) extend existing
neural networks to operate directly on graph-structured data [9]. Recently, GNN models have achieved
promising results for some Natural Language Processing (NLP) tasks, such as an authorship verification
task that determines whether an unknown text was written by a specific author [10, 11, 12] and semantic
relationship tasks that analyze semantic relations between textual segments [13, 14, 15, 16, 17, 18, 19,
20, 21, 22, 23, 24, 25]. To the best of our knowledge, no existing GNN-based solution is available for the
MAWSA task.
In this study, we participated in the MAWSA 2025 task by representing boundaries as standalone

matrices while preserving the segment representations surrounding these boundaries. The boundary
representations are learnable and updated within layers. This work also explores Graph Convolutional
Networks (GCNs) [26] for MAWSA. It is considered the first to leverage the characteristics of graph
neural networks to detect style changes. In this work, graphs indicate documents, nodes represent
sentences, and edges state boundaries. Moreover, sentence features were extracted using STAR [27]. It
is a recent pre-trained model trained on authorship representations, which is more related to MAWSA.
The remaining parts of this paper are organized as follows. Section 2 describes the task and the

provided dataset in MAWSA 2025. Section 3 investigates related work for the task. Sections 4 and 5
describe the proposed approach and present its results. Conclusions are raised in Section 6.

2. Task Description and Dataset

The MAWSA 2025 task asks to determine whether the writing style changes on the sentence level in a
given document. This edition pays more attention to topic diversity in datasets. Therefore, it provides
the datasets with three different levels of topic diversity to decrease the use of topic information in
identifying style changes [8]:

Dataset 1 (Easy): The sentences in a document cover various topics.

Dataset 2 (Medium): The sentences in a document cover fewer topics than the easy level.

Dataset 3 (Hard) All the sentences in a document cover the same topic.

The results of simple statistical analysis are shown in Table 1. Each dataset was split into training,
validation, and test sets. The training and validation sets are available with ground truth labels to
train and optimize proposed models. The test set is hidden until the end of the competition, and it is
not publicly available so far. The average length of documents is measured as the average number of
sentences per document. The average length of sentences is measured as the average number of words
per sentence. The average number of writing style changes and the percentage of these changes are
measured per document.

The input files in the dataset contain a row of English text *.txt. The expected output is a list of binary
values representing the change of writing style within a document. Value ’0’ indicates that the same



Table 1
MAWSA 2025 dataset statistics

Dataset Split # Doc. Avg. Doc. length Avg. Sent. length Avg. # changes

Dataset 1 train 4200 12.524 16.859 2.434 (21.123%)
(Easy) validation 900 12.386 16.935 2.446 (21.479%)

Dataset 2 train 4200 15.004 17.653 2.977 (21.257%)
(Medium) validation 900 15.177 17.751 3.056 (21.553%)
Dataset 3 train 4200 13.157 18.545 2.099 (17.264%)
(Hard) validation 900 12.831 18.895 2.118 (17.900%)

author writes the two consecutive sentences and then has the same style. While Value ’1’ suggests that
their authors are different and have unique writing styles.

3. Related Works

This section provides an overview of the methods incorporated in previous MAWSA works. According
to the conducted review, three methods were adopted: statistical, classical machine learning, and deep
neural networks [28].
In statistical methods, models were developed by selecting stylistic features, followed by applying

statistical methods without training their models [29, 30, 31]. Khan [29, 30] defined a measure for each
type of handcrafted feature, assuming a style has changed if the score is less than a threshold. Karas
et al. [31] adopted a distribution test called the Wilcoxon Signed Rank Test [32] to predict the style
changes.
In machine learning methods, models are obtained based on either supervised or unsupervised

learning. Most of supervised-based works relied on the logistic regression and the random forest
algorithms [33, 34, 35], whereas Support Vector Machine outperformed them in other works proposed
MAWSA 2018 [36]. The unsupervised learning-based works mostly utilized clustering documents based
on the similarity of their writing styles using the K-means clustering algorithm [34, 37, 38, 39, 40] with
the cosine similarity function that outperformed Jaccard and Dice functions [37].
In deep neural network methods, features represent whole documents instead of selecting specific

features. Documents in these works were fed into a CNN model [41], a Siamese neural network of one
or two BiLSTM [36, 42] layers. Other works used pretrained models, such as ELECTRA [43] and BERT
with a CNN layer [44, 45], an MLM head [46], or feedforward neural networks [47, 48].

4. Proposed Method

The proposed method is illustrated by Figure 1. It is based on a deep neural network architecture
comprising four layers that extract more non-local features. The following paragraphs provide a more
detailed description of them.
Features: The input documents were segmented into sentences. This research uses the pretrained

model Style Transformer for Authorship Representations (STAR) [27] to represent sentences. STAR
characterizes writing style in social media and trained for learning authorship representations. A
pretrained model is a transformer with trained parameters and saved values from a large dataset. These
models can adapt their parameters to better suit a particular task by retraining some or all. Pretrained
models have provided high results in SOTA models. 𝑋 (0)

𝑁×𝐹 (0) in in Figure 1 indicates to the initial
node representations. All the trainable parameters of STAR were frozen. Thus, no fine-tuning was
performed on their parameters for extracting embeddings. This freezing allowed us to assess the models’
capabilities rigorously within the constraints of our experimental setup.
Graphs: After that, the representations are structured as graphs. Each document is treated as a

disjoint subgraph because the task does not look for a common writing style between two documents.



Figure 1: The proposed approach architecture

Thus, there is no direct relationship between any two documents, so they can be treated as a disjoint
subgraph. Each node represents a sentence. Edges connect the preceding to the succeeding sentences.
Thus, edges concern the boundaries between sentences. The edge representations are the writing styles
of consecutive sentences. The input graph 𝒢 (0) has an empty set of edge representations 𝐸(0)𝑁−1×𝐹 (0) .
These representations are updated across layers and then classified for the MAWSA task. As shown in
Figure 1, the graph is represented as the path graph because the task focuses on boundaries between
only consecutive paragraphs.

GCNswas introduced by Kipf andWelling [26] as one of the early GNNmodels. GCNs are suitable for
learning the representation of nodes in the input graph. GCNs help capture the relationships between
nodes, in our case, between the sentence styles Equation 1 shows GCN’s message-passing schema. The
messages from all neighbors𝒩 (𝑖) are normalized by the degrees of the neighbor 𝑗 ∈ 𝒩 (𝑖) and the target
𝑖 nodes. These messages are then summed to aggregate them. The aggregated messages are combined
with the current target node representations to update the latter. Although GCNs are widely used for
diverse NLP tasks [16, 17, 13, 24, 18, 21, 14, 25, 15], GCNs focus on node representations and can handle
edge weights within the adjacency matrices as shallow edge representations.

x(𝑘)𝑖 = ∑
𝑗∈𝒩 (𝑖)∪{𝑖}

1

√deg(𝑖) ⋅ √deg(𝑗)
⋅ (W⊤ ⋅ x(𝑘−1)𝑗 ) (1)

Edge representation: Every layer 𝑘 outputs new edge representations. These representations
aggregate three values. First, the edge representations from the previous layer 𝐸(𝑘−1), whereas the first
layer receives an empty set. Second, the node representations 𝑋 (𝑘) are generated from GCNs(𝑘), where
GCNs(𝑘) receive the previous node representations 𝑋 (𝑘−1). Third, the initial node representations, 𝑋 (0),
are added to alleviate the over-smoothing issue. The symbol ⊕ in Figure 1 indicates to sum these
three values to generate edge representations in the current layer, 𝐸(𝑘). Equation (2) shows how the
edge representations e(𝑘)𝑖𝑗 can be updated, where 𝜎(⋅) represents a nonlinear activation function, 𝑆𝑢𝑚
represents the summation operation as the aggregation function, 𝑥𝑖 and 𝑥𝑗 indicate the representations
of end nodes 𝑖 and 𝑗 of edge 𝑒𝑖𝑗 (𝑗 ∈ 𝒩 (𝑖)), and 𝑊 𝑘 is a learnable parameter in the layer 𝑘 that adjusts
the dimension of output representation vectors. The edge representations in each layer are updated
according to the new node representation in the same layer 𝑋 (𝑘).

e(𝑘)𝑖𝑗 = Sum(W𝑘
𝑒e

(𝑘−1)
𝑖𝑗 , 𝜎(𝐸𝑑𝑔𝑒𝐶𝑜𝑛𝑣𝑘(x𝑘−1𝑖 ,x𝑘−1𝑗 )),W𝑘

0x0𝑖 ). (2)

Classification: The output graph 𝒢 (4) contains edge representations 𝐸(4)𝑁−1×𝐹 (4) . These represen-
tations are classified by a single fully connected (FC) layer. It is followed by the activation function
Sigmoid, and then are classified using a threshold of 0.5 to round outputs to 0 and 1.



5. Evaluation

5.1. Experiment Settings

Setup: Each input document is used as one batch. Dropout rates of 0.5, warmup rates of 0.1, learning
rate of 2e-5, and 20 epochs were used during the training. The experiments were conducted using a
personal computer with the following specifications:

• CPU: Intel(R) i7 processor up to 5.60 GHz, 64-bit
• GPU: ASUS TUF RTX 4090 24GB OC GAMING.
• RAM: 64 GB (2x32 GB) DDR5 5600 Mhz
• Programming language: Python with the seed of 42 and the PyTorch framework.

Encoder: Three candidates were selected. They are three pretrained models used with their default
configuration. BERT2 had the top usage from 2020 to 2022 [44, 46, 45, 47, 48, 49, 50], RoBERTa 3 had
the top usage in the latest two editions 2023 and 2024 [51, 52, 53, 54, 55, 56, 56, 57, 51, 58], and STAR4 is
used as the third pretrained model. This study used 256 tokens as the maximum length. Any sentence
exceeding this length will be truncated. The special token [CLS] was used to represent the entire
sentence. All the models were developed under the same setting.
Evaluation metric: The performance of each model is measured using the F1-score5 metric. The

macro-averaged computes each class’s average separately, change or not change, and returns the average
without considering the proportion of each class in the dataset.

5.2. Result and Discussion

Table 2
Experimental results on the validation sets

Encoder Easy Medium Hard

BERT-GCN-MAWSA 0.85388 0.75813 0.64265
RoBERTa-GCN-MAWSA 0.78799 0.72829 0.59855
STAR-GCN-MAWSA 0.85676 0.76354 0.66175

Table 2 shows the results of the proposed models based on the three encoders: BERT, RoBERTa, and
STAR. The results indicate that STAR significantly outperformed the others at all three levels (this model
was submitted to the competition by the TIRA platform [59]). BERT achieved high 𝐹1-score values,
which are closer to STAR’s results. The results indicate that STAR is better suited for the MAWSA 2025
task, as it was trained on authorship representations.
Regarding the three datasets, the performance of the proposed models decreased as the diversity

level of the topics increased. At the same time, the most challenging level was Dataset 3, the absence
of diversity. Several possible explanations for this result. In Dataset 3, all sentences in a document
cover the same topic. This homogeneity decreased the chance of relying on topic information to detect
changes in writing style. In contrast, the model trained on the easy level, Dataset 1, achieved the highest
𝐹1-score, as it can combine topic information with style features.
Table 1 shows that the average lengths of the documents and sentences are almost similar between

the training and validation sets at the same level. However, these lengths are shorter than the maximum
length of the selected pretrained models. Specifically, the sentences in Dataset 1 are the shortest. This
length probably decreases the feature embeddings of each sentence and then increases the difficulty of
style discrimination. Besides, the proportion of change positions to the total number of boundaries is
2https://huggingface.co/google-bert/bert-base-uncased
3https://huggingface.co/FacebookAI/roberta-base
4https://huggingface.co/AIDA-UPM/star
5https://scikit-learn.org/1.5/modules/generated/sklearn.metrics.f1_score.html

https://huggingface.co/google-bert/bert-base-uncased
https://huggingface.co/FacebookAI/roberta-base
https://huggingface.co/AIDA-UPM/star
https://scikit-learn.org/1.5/modules/generated/sklearn.metrics.f1_score.html


less than a quarter. This small percentage leads models to train on almost the not change case, making
it harder to detect change in the validation set. In particular, the number of changes has diminished as
the datasets become more complicated. This bias also appears in some previous editions of MAWSA
datasets [28].
It is important to bear in mind the possible bias, specifically in Datasets 1 and 2. This case may

be related to the topic distributions in the training and the validation sets. The difference in the
distributions may guide models to train on specific styles more than others, especially with a small size
of the validation set. Further research is needed to understand the relationship between the distribution
of topics and writing styles.

Table 3
Results of the ablation experiments on the validation sets

Components Easy Medium Hard

Basic GCN model 0.43984 0.57777 0.45085
Adding warmup 0.47415 0.57917 0.45085
Adding prev-X 0.78490 0.72623 0.58484

Adding initial-x (Submitted) 0.85676 0.76354 0.66175

Ablation experiments were conducted to evaluate the components of the edge features, which were
added cumulatively in the experiments. Table 3 shows the results obtained from the three datasets. First,
the basic four GCN layers were developed as the baseline models, and their edge representations were
measured by summing the representations of the two end nodes extracted from the fourth GCN layer.
Second, a warmup mechanism optimized the model performance. Third, adding edge representations
obtained from previous layers helped adjust them across layers. Fourth, initial node information
was aggregated into edge representations. Table 3 shows that the fusion of both initial node and
edge representations enhances the learning of edge representations for MAWSA and can mitigate the
over-smoothing issue.

Table 4
Experimental results on the test sets

Encoder Easy Medium Hard

STAR-GCN-MAWSA 0.507 0.747 0.467

Table 4 shows the results on the test sets shown on the Tira platform. The results obtained from the
validation and test sets have revealed some intriguing disparities, despite both sets being withheld during
the training process. While the validation results suggest that STAR-GCN-MAWSA performs acceptably,
especially on easy instances, the test results have not mirrored this stability. This inconsistency between
the results may be due to various factors. One plausible explanation could be the presence of data
distribution differences between the validation and test sets, which leads to an increase in the model’s
sensitivity during evaluation. Investigating these discrepancies further in the future is essential through
an analysis of the data distribution to ensure consistency between the sets and help achieve more
stability.

Table 5
Experimental results on the validation sets based on EdgeConv (not submitted)

Encoder Easy Medium Hard

BERT-EdgeConv-MAWSA 0.90346 0.76172 0.69549
RoBERTa-EdgeConv-MAWSA 0.90317 0.76753 0.70181
STAR-EdgeConv-MAWSA 0.90670 0.77678 0.72124



Beyond the conclusion of the official competition, our efforts to enhance the GNN-based solution
for MAWSA continued. The latest advancement in this ongoing work has been achieved through
the integration of an alternative GNN module: EdgeConv [60]. This specific architecture was chosen
for its ability to incorporate edge representations directly into the node message-passing mechanism,
thereby enabling a richer understanding of local graph structures and relationships. This EdgeConv-
based solution yielded improved performance on the validation set, as detailed in Table 5. A more
comprehensive description of this advanced EdgeConv-based approach and its implementation can be
found in our recent work [61].

6. Conclusion

This paper set out to address the MAWSA 2025 task, which focuses on the topic diversity in datasets on
the sentence level. The proposed solution mainly considers to integrate GCNs to address boundary style
features independently. This method updates edge features across layers while preserving sentence
representations. One of the findings from this study is that the STAR-GCN-MAWSAmodel outperformed
the two models, BERT-GCN-MAWSA and RoBERTa-GCN-MAWSA. The other major finding is that
aggregating three components for representing boundary styles achieved high results for the MAWSA
task. As future work, we plan to investigate the static bias that may occur during model training and
its impact on the model’s performance.

Declaration on Generative AI

The author(s) have not employed any Generative AI tools.
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