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Abstract
Detecting AI-generated text is increasingly important to prevent misuse in education, journalism, and social
media, where synthetic fluency can obscure misinformation. This paper presents our solution for the Generative
AI Authorship Verification Task at PAN 2025, where the objective is to distinguish machine-generated text from
human-written content. We propose DivEye, a novel detection framework that leverages surprisal-based features
to capture fluctuations in lexical and structural unpredictability, a signal more prominent in human-authored text.
Our method performs competitively across diverse text domains and models, especially on challenging cases
where model-generated text closely resembles human writing, and also outperforms the four official baselines of
the PAN 2025 task.
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1. Introduction

Large Language Models (LLMs) are widely used in tasks from personal assistance to content creation
[1, 2, 3, 4, 5]. While their fluency enhances utility, it also enables seamless insertion of AI-generated
text into essays, articles, legal briefs, and social media, often without detection [6, 7, 8, 9].

Reliable AI-text detection is vital for combating risks like misinformation, academic dishonesty,
professional misconduct, and the suppression of genuine human writing [10, 11, 12]. Traditional
supervised detectors [13, 14, 15] rely on labeled datasets but often fail to generalize to unseen models
or domains [16, 11], especially as new LLMs emerge. Zero-shot detectors [17, 18, 19, 20] address this
by leveraging statistical signals or LLMs at inference time, offering scalable, model-agnostic detection
critical for maintaining platform integrity.

Contributions. In this work, we present DivEye, a zero-shot framework for AI-generated text
detection submitted to the PAN@CLEF 2025 Generative AI Authorship Verification task [? ? ]. The
challenge centers on identifying the human-written text when presented with a pair comprising one
human and one machine-authored sample. Our method leverages diversity-based statistical features
computed over token-level surprisal [21] sequences from a reference language model. Unlike fine-
tuned classifiers or signature-based detectors, DivEye captures distributional irregularities inherent
in AI-generated content by measuring surprisal variance, entropy, and other diversity features. These
metrics are grounded in linguistic theory and require no access to a specific text-generation LM. DivEye
is model-agnostic, scalable, and can operate without retraining, making it suitable for real-world
deployment. Notably, it complements existing detectors by revealing statistical signals often missed by
black-box or fine-tuned approaches. Our results show strong generalization across domains and model
families, achieving competitive performance in this challenging verification setting.
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Figure 1: Overview of DivEye. DivEye extracts diversity-based features (see Section 3, Equation (6)) from

token-level surprisal patterns. These features can be used in two ways: (1) as a standalone detector, or (2) as an

enhancement to existing detectors, improving their performance.

2. Background & Preliminaries

The rise of LLMs has enabled machine-generated text that closely mimics human writing by approx-
imating the true conditional distribution of natural language, 𝑃human(𝑥𝑡 | 𝑥<𝑡), through training on
large human-written corpora [22, 23]. The LLM’s learned distribution, 𝑃LLM(𝑥𝑡 | 𝑥<𝑡), is used to se-
quentially generate tokens during inference via sampling [24]. Despite their fluency, LLMs imperfectly
approximate human language (𝑃LLM ̸= 𝑃human) [25, 26], and this subtle difference is the crux of AI text
detection.

Existing detection methods fall into three categories: watermarking, supervised / fine-tuned and
zero-resource detection. Watermarking [27, 28, 29] embeds patterns in generated text but requires
model access or fine-tuning, limiting use in black-box or adversarial settings. Zero-resource methods
need no model knowledge and rely on statistical or learned differences between human and AI text,
further divided into statistical and training-based approaches.

Supervised / Fine-tuned detection methods [30, 31, 32] train classifiers, such as fine-tuned
transformers on a labeled corpora of human and AI text. While these models can be accurate, they
often fail to generalize across domains or against adversarial paraphrasing, especially when trained
on specific generators or prompts. Statistical / Zero-shot detection methods refers to identifying
AI-generated text without task-specific training, either by leveraging LLM probability cues or prompting
LLMs directly as detectors. For example, methods like Entropy [33], LogRank [34], DetectGPT [17, 19],
and Binoculars [35] use off-the-shelf LLMs to evaluate the consistency of token predictions under
masked or perturbed inputs.

Despite progress, AI-text detection remains unsolved. We move beyond individual token probabilities
to measure statistical diversity across token sequences, capturing variation in surprise and predictability.

3. DivEye: Methodologies

3.1. Design Hypothesis

One of the main challenges in detecting AI-generated text [34, 36] lies in the fact that while modern
LLMs excel at generating fluent and coherent text, they often do so at the expense of variability and
diversity [37].

We hypothesize that human-authored text naturally displays greater stylistic diversity and

unpredictability than text produced by AI. Human writing tends to include creative and impulsive
choices that introduce unexpected shifts, whereas large language models prioritize high-probability
sequences [38], resulting in more uniform and predictable outputs. This hypothesis is supported by
both intuitive reasoning and empirical findings (see Remark 1).



Remark 1: Proof Sketch

Consider a text sequence 𝑋 = (𝑥1, 𝑥2, . . . , 𝑥𝑛) generated either by a human or by a language model
𝑀 . The language model defines a probability distribution 𝑃𝑀 (𝑋) =

∏︀𝑛
𝑡=1 𝑃𝑀 (𝑥𝑡 | 𝑥<𝑡) where

each token is chosen to maximize overall likelihood.
Humans, however, produce language through a complex, multi-layered cognitive process that
balances informativeness, creativity, and contextual appropriateness, rather than strictly maximizing
statistical likelihood. Formally, the surprisal of token 𝑥𝑡 under model 𝑀 is defined as:

𝑆𝑀 (𝑥𝑡) = − log𝑃𝑀 (𝑥𝑡 | 𝑥<𝑡)

Since 𝑀 is trained to assign high probability to plausible continuations, its outputs tend to minimize
surprisal on average, implying that maximum likelihood generation compresses diversity:

E𝑋∼𝑃𝑀
[𝑆𝑀 (𝑥𝑡)] ≤ E𝑋∼𝑃𝐻

[𝑆𝑀 (𝑥𝑡)]

where 𝑃𝐻 denotes the distribution of human-generated text.
Similarly, human language exhibits higher variance in surprisal due to spontaneous creative choices,
idiomatic expressions, and stylistic variation, causing:

Var𝑋∼𝑃𝑀
[𝑆𝑀 (𝑥𝑡)] < Var𝑋∼𝑃𝐻

[𝑆𝑀 (𝑥𝑡)]

We validate this theoretical intuition through empirical experiments detailed below, which confirm
statistically significant differences in surprisal and diversity metrics between human-written and
AI-generated texts.
We empirically validate these theoretical claims using a dataset of 200 human-written essays and
200 GPT-4-Turbo-generated essays on matched topics, sourced from BiScope [39]. For each essay,
we compute token-level surprisal scores using a fixed language model evaluator (GPT-2), then
calculate the mean and variance of surprisal per essay. Figure 2a presents the distribution of mean
surprisal scores across both groups, while Figure 2b shows the corresponding variance distributions.
Human-written texts demonstrate a broader spread and heavier tails in both metrics, indicating
greater unpredictability and stylistic richness. In contrast, AI-generated texts are more tightly
clustered with lower mean surprisal and significantly reduced variance. These findings empirically
corroborate our hypothesis: human language inherently reflects higher diversity and surprise,

whereas AI-generated language, optimized for likelihood, tends toward more predictable

and homogeneous patterns.

3.2. Foundations of DivEye

DivEye computes higher-order statistical features over surprisal sequences, enabling the capture of
structural patterns that go beyond aggregate likelihood. More detailed theoretical foundations and
experimental results are presented in the original DivEye paper [40].

Surprisal. Human language balances consistency with creative bursts, introducing novel expressions
and stylistic variation. This diversity can be quantified using surprisal [41], the negative log-probability
of a token given its context 𝑆(𝑥𝑡) = − log𝑃 (𝑥𝑡 | 𝑥1, 𝑥2, . . . , 𝑥𝑡−1). For a sequence 𝑋 = 𝑥1, . . . , 𝑥𝑛,
surprisal offers a principled measure of local unpredictability based on model log-probabilities.

Rather than examining individual token surprisals in isolation, we summarize their behavior through
aggregate metrics. The mean surprisal (𝜇𝑆) serves as a coarse indicator of how “expected” a text is on
average: Lower values suggest closer conformity to the model’s distribution, whereas higher values
signal greater unpredictability. Moreover, human writing also exhibits fluctuations in predictability due
to stylistic shifts, topic changes, or bursts of creativity, motivating the use of surprisal variance (𝜎2

𝑆)
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Figure 2: Distribution of token-level surprisal metrics for human-written vs. GPT-4-Turbo-generated essays. The

left plot shows the histogram of mean surprisal per essay, while the right plot shows the histogram of surprisal

variance. Human-written texts exhibit higher dispersion and heavier tails in both distributions, suggesting

greater linguistic unpredictability and stylistic diversity. In contrast, GPT-4-Turbo outputs are more concentrated

and predictable, aligning with the likelihood-maximization objective of language models.

alongside the mean. Formally:

𝜇𝑆 =
1

𝑛

𝑛∑︁
𝑡=1

𝑆(𝑥𝑡); 𝜎2
𝑆 =

1

𝑛

𝑛∑︁
𝑡=1

(𝑆(𝑥𝑡)− 𝜇𝑆)
2 (1)

Mean and Variance are not sufficient. Mean and variance capture surprisal’s central tendency and
spread but miss deeper structural signals distinguishing human from AI text. Human writing often shows
asymmetric surprisal distributions with bursts of creativity, causing occasional spikes in unpredictability.
AI-generated text, optimized for consistency, tends toward more symmetrical distributions centered
on high-probability tokens [25]. Skewness (𝛾1) measures this asymmetry, positive values indicate
rare, surprising tokens typical of human writing, while kurtosis (𝛾2) reflects the frequency of extreme
deviations, signaling stylistic diversity. These higher-order moments enable DivEye to detect subtle
irregularities overlooked by methods focusing only on average behavior.

𝛾1 =
1

𝑛

𝑛∑︁
𝑡=1

(︂
𝑆(𝑥𝑡)− 𝜇𝑆

𝜎𝑆

)︂3

; 𝛾2 =
1

𝑛

𝑛∑︁
𝑡=1

(︂
𝑆(𝑥𝑡)− 𝜇𝑆

𝜎𝑆

)︂4

− 3. (2)

Static metrics still miss temporal structure. While static surprisal metrics (mean, variance,
skewness, kurtosis) summarize overall unpredictability, they miss how it evolves across a sequence, a
key trait separating human from AI text. To model these dynamics, we compute the first-order difference
Δ𝑆𝑡 = 𝑆(𝑥𝑡)− 𝑆(𝑥𝑡−1), with its mean (Δ𝜇) and variance (Δ𝜎2) capturing stylistic volatility, such as
abrupt shifts in topic or tone common in human writing.

We also compute the second-order difference Δ2𝑆𝑡 = Δ𝑆𝑡 − Δ𝑆𝑡−1 to track fluctuations in the
rate of surprisal change. From this, we extract: (1) variance (𝜎2

Δ2 ) for erratic transitions; (2) entropy
(ℋΔ2 ) for irregularity; and (3) autocorrelation (𝜌(Δ2𝑆𝑡)) for clustering of unpredictability bursts. These
metrics uncover rhythmic, non-stationary patterns typical of human text but rare in the smoother, more
uniform outputs of LLMs, offering a richer signal for detection. These have been formally defined as:

Δ𝑆𝑡 = 𝑆(𝑥𝑡)− 𝑆(𝑥𝑡−1), Δ𝜇 =
1

𝑛− 1

𝑛∑︁
𝑡=2

Δ𝑆𝑡, Δ𝜎2 =
1

𝑛− 1

𝑛∑︁
𝑡=2

(Δ𝑆𝑡 − 𝜇Δ)
2 (3)

Δ2𝑆𝑡 = Δ𝑆𝑡 −Δ𝑆𝑡−1, 𝜎2
Δ2 =

1

𝑛− 2

𝑛∑︁
𝑡=3

(Δ2𝑆𝑡 − 𝜇Δ2)2, ℋΔ2 = −
∑︁
𝑏

𝑝𝑏 log 𝑝𝑏, (4)

𝜌(Δ2𝑆𝑡) =
E
[︀
(Δ2𝑆𝑡 − 𝜇Δ2)(Δ2𝑆𝑡+1 − 𝜇Δ2)

]︀
𝜎2
Δ2

(5)



where 𝜇Δ2 is the mean of second-order differences, and 𝑝𝑏 is the empirical probability of a value
falling into bin 𝑏 after discretizing Δ2𝑆𝑡 for entropy computation. We provide empirical validation of
these temporal features and their individual contributions to detection performance in Appendix A.

Combinations. Collectively, DivEye, formalized as (𝒟) in Equation (6), encapsulates critical aspects
of text generation that distinguish human creativity from algorithmically generated predictability,
thereby serving as a robust basis for our detection framework.

𝒟 = {𝜇𝑠, 𝜎
2
𝑠 , 𝛾1, 𝛾2⏟  ⏞  

Distribution

⊕Δ𝜇,Δ𝜎2⏟  ⏞  
1st-Order

⊕𝜎2
Δ2 , 𝐻Δ2 , 𝜌Δ2⏟  ⏞  

2nd-Order

} (6)

𝒟 is a 9-dimensional vector of distributional, first-order, and second-order statistics, derived by passing
text through an autoregressive LLM. These features feed a binary classifier, optionally combined with
existing detector outputs. See Algorithm 1 for details.

DivEye as a booster. Existing detectors often fail against high-quality adversarial text that mimics
human writing. DivEye provides a complementary signal by capturing statistical and temporal patterns
of token-level unpredictability, orthogonal to traditional features. We enhance detectors by appending
DivEye ’s feature vector to their outputs and training a lightweight meta-classifier (e.g., XGBoost [42],
Random Forest [43]) on the combined representation. This fusion significantly improves performance
on adversarial and out-of-distribution text, without retraining or altering the base model.

4. Experiments

Datasets. We evaluate our zero-shot DivEye framework on a diverse suite of datasets that span a
wide range of generative models, domains, and adversarial strategies. To substantiate the methodology
described above1, our primary benchmark is the MAGE benchmark [44]. MAGE comprises eight distinct
testbeds covering multiple domains (e.g., Yelp [45], XSum [46], SciXGen [47], CMV [48]) and a range of
text generator families (e.g., GPT [49], OPT [50], Bloom [51]).

This fine-grained evaluation setup enables us to isolate and analyze the contribution of diversity-
based metrics across different domains and model architectures. Each testbed includes predefined
training and evaluation splits, which we use accordingly. For full implementation details and extended
experimental results on MAGE, we request the reader to refer to our original paper [40], where all
MAGE-related experiments are presented and discussed in depth.

PAN Dataset. The PAN@CLEF 2025 Generative AI Author Verification Task [52, 53] provides a
dataset comprising both human-authored and machine-generated texts. We utilize the training and
supplementary evaluation splits from this dataset to train a binary classifier enhanced with features
from DivEye. All of our submissions are exclusively trained on this provided dataset.

Implementation Details & Metrics. Unless stated otherwise, we use GPT-2 to compute all DivEye
feature vectors. In score-only detection scenarios, predictions are based solely over concatenated
DivEye features. For both standalone and boosted setups, we train a lightweight XGBoost [42] classifier
as a meta-model, using only DivEye features in the former, and concatenating them with the original
detector’s prediction scores in the latter. We use an XGBoost classifier for binary classification as a
preliminary choice, without extensive comparison to other classifiers, leaving exploration of alternative
models for future work. We evaluate our method using the official PAN@CLEF 2025 evaluation platform
(TIRA [54]), which reports the following metrics:

• AUROC: The conventional Area Under the Receiver Operating Characteristic Curve.
• c@1: A metric that rewards systems for leaving uncertain cases unanswered.
• 𝐹0.5𝑢: A variation of the F-score that emphasizes correctly identifying same-author cases.
• F1-score: The harmonic mean of precision and recall, capturing balanced model performance.

1Note: These models were not submitted for any tasks in PAN 2025; results are reported solely to empirically validate our
approach.



• Brier Score: Measures the accuracy of probabilistic predictions by computing the mean squared
error between predicted probabilities and true labels.

Baselines. We compare DivEye against a diverse set of baselines under two evaluation settings. As
detailed in our original paper [40], for the MAGE benchmark, we evaluate both traditional statistical
detectors and recent fine-tuned models, including RADAR [32], FastDetectGPT [17], Binoculars [35],
and BiScope [39].

Although we do not explicitly report quantitative results in this manuscript for MAGE, we kindly
refer readers to our original paper [40] for full empirical comparisons. Nevertheless, we summarize and
discuss the key findings and core observations here to provide insight into the comparative performance
of DivEye.

For the PAN@CLEF 2025 task, we follow the official evaluation protocol and compare against the
provided baselines: Linear SVM with TF-IDF features, Binoculars [35], and a PPMd compression-based
cosine similarity method [55]. These lightweight, model-agnostic baselines highlight the advantage of
incorporating statistical diversity features even in constrained, zero-shot scenarios.

Table 1
Performance of DivEye and baselines on pan25-generative-ai-detection-val

Methods AUROC Brier C@1 F1 F0.5𝑢

tart-league (DivEye [GPT-2] + BiScope) 0.997 0.983 0.978 0.983 0.983
tangy-gorgonzola (DivEye [Falcon-7B] + BiScope) 0.997 0.919 0.912 0.897 0.956

weary-jersey (DivEye [GPT-2]) 0.961 0.929 0.905 0.926 0.924

baseline-tf-idf 0.996 0.951 0.984 0.98 0.981

baseline-binoculars-llama-3.1 0.918 0.867 0.843 0.873 0.882

baseline-binoculars-tiny-llama 0.821 0.751 0.627 0.585 0.773

baseline-ppmd 0.786 0.799 0.757 0.812 0.778

4.1. DivEye in PAN 2025

To evaluate the effectiveness of DivEye in the PAN 2025 authorship verification task, we follow the
official protocol and train exclusively on the dataset provided by the organizers. Given the consistent
performance gains observed with DivEye across diverse settings, we focus our submission on the
enhanced variant DivEye + BiScope [39], which demonstrated superior results in earlier evaluations.
This combination leverages the complementary strengths of BiScope’s decision boundary with DivEye ’s
diversity-based signal, leading to improved robustness and generalization across authorship verification
cases. The final results are summarized in Table 1.

4.2. Robustness, Efficiency & Boosting Effectiveness of DivEye

We evaluate DivEye across a wide range of challenging testbeds to assess its robustness and adaptability
under both domain and model distribution shifts. Our experiments span multiple testbeds from the
MAGE benchmark [44], including both in-distribution and out-of-distribution scenarios. Across
all settings, DivEye consistently outperforms existing zero-shot and fine-tuned baselines in terms
of AUROC and average accuracy, demonstrating strong generalization to both familiar and novel
generation patterns. In our original paper [40], we report detailed performance metrics for DivEye
across these testbeds. The results highlight high AUROCs (e.g., 0.98 and 0.93 across domains and
generator families), along with strong accuracy, underscoring the stability and robustness of our
approach across diverse evaluation conditions.

To further assess robustness, we evaluate DivEye under adversarial conditions such as paraphrasing
attacks. Even in these challenging scenarios, DivEye outperforms strong fine-tuned baselines by
notable margins in both AUROC and average accuracy. In addition to accuracy, DivEye is highly
efficient, processing each input in approximately 0.01 seconds due to its lightweight GPT-2 backbone
and fast statistical feature computations. This makes it particularly well-suited for deployment in



real-time or resource-constrained environments.

Finally, we demonstrate that DivEye’s diversity-based surprisal features substantially enhance the
performance of existing detectors when used in combination. Fusing DivEye with other diverse
detectors results in AUROC and accuracy gains exceeding 18.7%, showing that these features offer
complementary signals to traditional methods. For full experimental results, including quantitative
comparisons and boosting analyses, we refer reviewers to our original paper [40].

5. Conclusion

We successfully participated in the PAN@CLEF2025 Generative AI Authorship Verification task using
our proposed framework, DivEye, which leverages surprisal diversity for robust zero-shot detection.
By integrating DivEye with BiScope, we achieved strong performance in distinguishing human-written
from machine-generated texts, overperforming all given baselines. Our method shows high adaptability
across domains and paraphrased inputs, indicating its effectiveness in real-world authorship verification
scenarios.
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A. Motivation Behind Temporal Features

While static surprisal statistics such as mean, variance, skewness, and kurtosis provide useful sum-
maries of token-level unpredictability, they overlook the evolution of this unpredictability over time, a
dimension critical to distinguishing human and AI-generated text. Human authors naturally embed
stylistic variability through temporal fluctuations, such as abrupt topic shifts, tonal changes, and bursts
of creativity, which manifest as distinctive temporal dynamics in surprisal sequences. Intuitively, these
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temporal features, as listed in Section 3, expose rhythmic and non-stationary patterns characteristic of
human creativity and coherence, typically absent in the more uniform output of large language models.

Furthermore, through an ablation study on Testbed 4 of the MAGE benchmark, we empirically show
that augmenting static surprisal features with temporal metrics leads to a measurable improvement in
classification accuracy. This highlights the complementary value of temporal dynamics in enhancing
the robustness of AI-generated text detection. Moreover, an analysis of feature importance reveals
that temporal features collectively contribute more than static features, consistently ranking among
the most informative signals for distinguishing between human and AI-generated text. Both these
experiments are thoroughly detailed in our original paper.

Overall, these findings motivate the inclusion of temporal surprisal features as integral components
of our DivEye framework.

Algorithm 1 DivEye: Algorithm for Feature Extraction & Training

Require: Text dataset 𝒟 = {(𝑥𝑖, ℓ𝑖)}𝑁𝑖=1, where 𝑥𝑖 is a text input and ℓ𝑖 ∈ {0, 1} indicates whether it
is human-written (ℓ𝑖 = 1) or machine-generated (ℓ𝑖 = 0)

Require: Pretrained auto-regressive language model 𝑔𝜑 (e.g., GPT-2)
Require: XGBoost classifier with hyperparameters Θ (Appendix C)
Ensure: Trained binary classifier 𝑓𝜃

Initialize an empty feature matrix ℱ ← [ ]
for each (𝑥𝑖, ℓ𝑖) ∈ 𝒟 do

Compute token-level log-likelihoods: 𝑦𝑖 ← 𝑔𝜑(𝑥𝑖)
Convert to token-level surprisals: 𝑠𝑖 ← −𝑦𝑖
Compute diversity features DivEye(𝑥𝑖) ∈ R9 as described in Equation (6) using 𝑠𝑖
Append (DivEye(𝑥𝑖), ℓ𝑖) to ℱ

end for

Train binary classifier 𝑓𝜃 on feature set ℱ using XGBoost with hyperparameters Θ
return 𝑓𝜃

B. Additional Results.

For further analysis, we refer readers to our main paper [40], which includes: (1) domain-specific
performance of DivEye, (2) model-specific performance of DivEye, (3) the relative importance of
DivEye when used in a boosted ensemble, (4) DivEye’s effectiveness across different base detectors,
and (5) a breakdown of feature importance within DivEye. These additional evaluations further support
the generality, complementarity, and interpretability of our approach.

C. Hyperparameter Settings

Table 2 outlines the hyperparameter configurations used for our experiments. We utilize the XGBoost
classifier with standard but tuned settings to handle class imbalance and optimize detection performance.
For our proposed method DivEye, we set the number of bins for entropy computation to 20 and truncate
input sequences at a maximum length of 1024 tokens. All experiments were run on a two NVIDIA RTX
4060Ti (16 GB each), and reported results reflect the median of three runs.



Table 2
Hyperparameters used for the XGBoost Classifier and DivEye.

XGBoost Hyperparameter Value

random_state 42

scale_pos_weight (len(𝑌train)−
∑︀

𝑌train)/
∑︀

𝑌train

max_depth 12

n_estimators 200

colsample_bytree 0.8

subsample 0.7

min_child_weight 5

gamma 1.0

DivEye Parameter Value

Entropy bins 20

Tokenizer Max Length 1024 + Truncation
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