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Abstract

In the context of the PAN 2025 Voight-Kampff Generative Al Detection Task, Subtask 1[1], we present a hybrid
method that leverages BiScope’s bi-directional cross-entropy loss[2] alongside a suite of stylometric features
to enhance detection performance. BiScope captures perplexity asymmetries between forward and backward
language modeling, revealing latent inconsistencies characteristic of generated content. To complement this,
we extract stylometric features—covering lexical diversity, syntactic complexity, and structural idiosyncrasies.
Empirical results on the PAN 2025 benchmark datasets demonstrate that this integrated framework is a strong
contender for effective generative Al detection.
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1. Introduction

The rise of large language models (LLMs) has made machine-generated text nearly indistinguishable
from human writing, creating a pressing need for reliable detection methods. This challenge is central to
the PAN 2025 Voight-Kampff Generative Al Detection Task, Subtask 1 [1], which focuses on identifying
Al-generated content from a single text segment.

In response, we propose a hybrid detection framework that combines BiScope’s bi-directional cross-
entropy loss[2] with a rich set of stylometric features[3, 4]. BiScope captures asymmetries in token
predictability from both forward and backward language models, revealing distributional irregularities
often present in generated text. While effective, this approach alone may miss deeper stylistic cues that
characterize human authorship.

To enhance detection accuracy, we integrate stylometric features—including lexical richness, syntactic
patterns, and punctuation usage—that reflect consistent writing habits. This combination of low-
level probabilistic signals and high-level stylistic markers provides a more holistic representation of
authorship.

Our method is model-agnostic and domain-flexible. Experiments on the PAN 2025 dataset demon-
strate that this dual-modality approach outperforms single-feature baselines, highlighting the value of
combining linguistic signals for robust generative Al detection.

2. Background

Our approach is motivated by the NIST 2024 Generative Al (GenAl) Text-to-Text (T2T) Discriminator
Task[5], which evaluated systems for distinguishing human-written from Al-generated summaries.
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We build on insights from the top-performing teams in the challenge: the first-place system employed
BiScope’s bi-directional cross-entropy loss to uncover token-level distributional anomalies[2], while
the third-place system leveraged stylometric analysis to capture higher-level linguistic patterns such as
lexical diversity and syntactic style. By combining these complementary strategies, we aim to enhance
detection robustness and interpretability.

By integrating BiScope’s probabilistic analysis with stylometric feature extraction, our method aims
to leverage the strengths of both approaches. This hybrid framework is designed to enhance detection
accuracy by capturing both low-level distributional irregularities and high-level stylistic nuances,
providing a more robust solution for identifying Al-generated text.

3. System Overview
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Figure 1: Model architecture
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3.1. Stylometric Features

We tested a variety of linguistic and stylometric features. The features are largely based on previous
work in Al-generated text detection [3, 4]. Additionally, we used a large language model (LLM) Claude
[6] for suggestions of relevant features and implemented these. We broadly categorize these features
into five different categories:

+ Character-level: proportions of special characters, punctuation
 Lexical: unique words, abstract nouns

« Syntactic: part-of-speech-based features, multi-clause sentences

« Structural: total words, total sentences, sentence and paragraph length
« Stylistic: repetition, discourse markers, readability

A total of 101 features were initially generated and subsequently refined through univariate fea-
ture selection. We determined that selecting the top 25 most significant features produces optimal
performance. The final set of these 25 features is listed in the Appendix 6.

3.2. Bi-directional Cross-entropy Loss Features

Bi-directional Cross-entropy (Bi-CE) loss is a method used to improve the detection of Al-generated
text by measuring the consistency of token predictions in both forward and backward directions[2].
Traditional cross-entropy loss evaluates the likelihood of the next token given the previous context
(left-to-right). Bi-CE extends this by also considering the reverse context (right-to-left), thus providing
a more robust estimation of token likelihood.

Formally, the Bi-CE loss is computed as the sum of the forward and backward cross-entropy losses:

£Bi—CE = ﬁforward + Ebackwarda (1)
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By capturing information from both directions, Bi-CE loss features provide a stronger signal for
distinguishing human-written text from Al-generated content, as the latter tends to exhibit patterns
that are less coherent when evaluated bidirectionally.

In our method, these features are extracted from a pre-trained language model and fed into down-
stream classifiers to enhance detection performance.

We transform a single text sample into a numerical feature vector by:

+ Summarizing the text to create a prompt.
« Feeding prompt and text into a model. (Llama2-7b)
« Computing token-level forward and backward losses.

« Extracting statistical features over segments of the token losses. (mean, max, min, and standard
deviation of both FCE and BCE losses)

We created 72 different statistical features of both FCE and BCE losses, similar to stylometric features,
we then filtered these based on univariate feature selection. We reatined the 25 most important features
yields the best results

3.3. Classifier

The proposed classifier is an ensemble model that combines five different machine learning algorithms.
This architecture integrates probabilistic, boosting, and tree-based techniques using a soft voting scheme
with tuned weights. The main components of the ensemble include:

« Gaussian Naive Bayes: A probabilistic classifier based on the assumption of Gaussian-distributed
features, serving as a baseline model.

« AdaBoost Classifier: An adaptive boosting algorithm implemented with a fixed random seed
for reproducibility.

« LightGBM Classifier: A gradient boosting model optimized for efficient parallel computation.

« CatBoost Classifier: A gradient boosting algorithm optimized for production environments.

« Random Forest Classifier: A bagging ensemble of 256 decision trees that provides diverse and
robust predictions.

The classifier is trained on 50 retained Bi-CE Loss and Stylometric features extracted from the text
dataset provided by the PAN competition for training[7].

4. Results

Table 1

Performance metrics for the Pindrop model.[8]
Team Software ROC-AUC | Brier | C@1 F1 F0.5u | Mean | FPR | FNR
Pindrop | blistering-band 0.903 0.877 0.843 | 0.883 | 0.933 0.890 0.087 | 0.152

5. Conclusion

In this work, we proposed a hybrid method for detecting Al-generated text that leverages both bidi-
rectional cross-entropy (Bi-CE) loss and a comprehensive set of stylometric features. By combining
statistical patterns captured from pre-trained language models with linguistic cues traditionally used



in authorship analysis, our system offers a robust approach to distinguishing human-written from
machine-generated content. Through univariate feature selection, we refined 173 initial features down
to the most informative 50, balancing model complexity and performance. The final ensemble classifier,
composed of five complementary algorithms, demonstrated strong predictive capability on the PAN
2025 testing dataset. Our findings underscore the effectiveness of combining intrinsic language model
signals with surface-level stylistic features for advanced text forensics. Future work will explore model
generalization across domains and further integration of semantic features.
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Appendix A

Tables 2 below describes the 25 features used in our ensemble model. Part-of-speech and sentence-based
features were generated via parsing with NLTK [9].

Table 2
Feature descriptions for the top 25 features

Feature Additional Notes Type
Punctuation Count Punctuation defined using Python’s string.punctuation Textual
Special Character Count Special characters defined by regex Textual
Hapax Legomenon Rate Percentage of words that occur only once in the text Lexical
Rare Verb Count Number of verbs not in the most common 5000 words per WordNet[10] Lexical
Stop Word Count Stop words defined using NLTK’s stopwords Lexical
Tfldf Variance Variance in term-frequency / document-frequency by sentence Lexical
Type to Token Ratio Number of unique words / number of total words Lexical
Unique Bigram Count Calculated with NLTK ngram Lexical
Unique Trigram Count Calculated with NLTK ngram Lexical
Unique Word Count (regex) Word count based on regular expression match Lexical
Unique Word Count (LexicalRichness) | Unique word count provided by the LexicalRichness package [11] Lexical
Unique Word Percentage Unique Word Count (regex) / Word Count Lexical
Word Count (regex) Word count calculated by splitting text by spaces Lexical
Word Count (LexicalRichness) Word count provided by the LexicalRichness package [11] Lexical
Flesch Reading Ease Score Flesch Reading Ease scores calculated using the textstat package [12] | Semantic
Gunning Fog Index Gunning Fog Index scores calculated using the textstat package [12] | Semantic
Adverb-like Count Count of tags starting with ’RB’ Syntactic
Adverbs Count of words tagged with specific 'RB’ part of speech Syntactic
Complex Sentence Count Count of sentences that contain more than one verb phrase Syntactic
Max Pattern Repetition Occurrences of most common pattern / number of sentences Syntactic
Token Count Calculated using NLTK parse Syntactic
Relationship Count Total count of dependency relations Syntactic
Sentence Count Sentences split with NLTK sent_tokenize Syntactic
Sentence Length Consistency Std / mean of sentence lengths Syntactic
Unique Pronouns Words matching NLTK pronoun tag Syntactic
Average Connection Strength Cosine similarity between BERT sentence embeddings Discourse
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