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Abstract

Generating images from textual arguments presents a significant challenge due to the inherent ambiguity and
context-dependence of natural language. For the Touché 2025 shared task ‘Tmage Retrieval/Generation for
Arguments’, we present a system that generates an image for an argument by first identifying and extracting key
aspects of the argument. These aspects are then combined with the original argument to form a detailed prompt
that describes a situation relevant to the argument. Finally, this prompt is used to generate a corresponding image.
This approach allows us to guide image generation more effectively, ensuring that the output more accurately
reflects the intended meaning of the argument. To evaluate the results, we employ several embedding methods to
measure the semantic similarity between the arguments and the corresponding images. Our findings indicate
that incorporating dedicated aspects into the image prompts significantly improves the quality and relevance of
the generated images.
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1. Introduction

Images are a powerful tool for supporting arguments and revealing the underlying components of
complex ideas [1]. Their unique ability to evoke emotion and highlight critical aspects of a message
underscores the potential of integrating visual elements into argumentative discourse. The Touché 2025
shared task on ‘Tmage Retrieval/Generation for Arguments’ [2, 3] focuses on developing automated
methods to align arguments with images, challenging participants to retrieve or generate images that
effectively match the arguments. In this work, we present an argument-image generation system
developed for the shared task. Our approach focuses on identifying the core aspects of an argument
and using them to construct a prompt that emphasizes these key elements. We then assess whether the
generated images effectively capture the intended argumentative content. The remainder of this paper
is structured as follows: we begin with an overview of the shared task and related work, followed by a
detailed description of our system. Finally, we present an evaluation of the generated images, focusing
on their quality and relevance in representing the extracted argumentative aspects.

2. Task Description

The objective of the shared task is to retrieve or generate images that effectively convey the central claims
of given arguments. Participants can either select images from a provided dataset of approximately
32,000 web-crawled images or employ an image generation model of their choice. The task comprises
128 arguments covering 27 distinct topics [2]. These arguments are typically brief — for example,
“Hiker’s trash contributes to environmental damage.” For each argument, participants are required to
submit five ranked images via the TIRA shared task platform [4].

Identifying suitable images for textual arguments remains a significant challenge, as images are
“ambiguous, yet rich in information” [5]. While images often convey more than words alone, their
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interpretation frequently relies on contextual cues. In previous iterations of the shared task, participants
have explored how image generation can enhance retrieval — for instance, by producing reference
images to compare against existing ones within a retrieval-based framework [6, 7]. In contrast, our
approach is designed exclusively for image generation, without incorporating any retrieval component.

3. System Description

Initial experiments using the raw argument text as a prompt for image generation revealed a recurring
issue: many of the resulting images failed to capture core aspects of the input arguments. Instead of
conveying the intended semantic content, the generated images often included irrelevant or distracting
visual elements, introducing noise that compromised both their interpretability and overall effectiveness.
To address this limitation, our approach focuses on visualizing the key aspects of each argument. This is
achieved through the integration of several dedicated modules. An overview of our system architecture
is shown in Figure 1.
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Figure 1: Overview of the argument-to-image generation pipeline. After identifying the relevant aspects of the
argument, both the argument and its extracted aspects are fed into the image prompt generator, which produces
a detailed prompt. This prompt is then passed to an image generation model to create the corresponding image.
The generated image is subsequently evaluated for semantic relevance and visual quality. If the image does
not meet the evaluation criteria, feedback is used to iteratively refine the prompt until a satisfactory image is
achieved.

The first step in our system is to identify which aspects of the argument should be visualized in the
corresponding image. To do this, we use the LLaMA 3.2 (3B-Instruct) language model [8, 9] to extract
three key aspects that capture the most important elements of the argument. These aspects serve as
essential components that must be visually represented in the generated image. In the second step,
the list of extracted aspects, together with the original argument, is passed to the argument-image
prompt generator module. This module leverages the Mistral (7B-v0.1) model [10, 11] to create a detailed
prompt for the image generator (image prompt). Mistral was chosen for this task due to its superior
performance compared to other large language models [10]. The image prompt describes the argument
as a vivid scene, carefully incorporating each identified aspect. Table 1 demonstrates how the final image
prompt differs from the original argument. In the third step, the image prompt is utilized to generate



Table 1

Comparison of prompting methods using Mistral (7B-v0.1). This comparison evaluates the difference between
using a simple argument directly as a prompt versus employing a more detailed prompt that integrates key
aspects of the image (image prompt). These key aspects are automatically extracted using LLaMA 3.2 (3B-
Instruct). As demonstrated, incorporating relevant aspects into the prompt substantially improves the visual
clarity and overall quality of the generated image.

Argument:
Consuming too much fast food leads to obesity.

Identified Aspects:
Fast-food Consumption, Obesity, Overeating

Image Prompt:

A man sitting in a fast food restaurant, sur-
rounded by empty wrappers and packaging. He
has a large belly, and his face is red and sweaty
from overeating.

the corresponding image. We employ Stable Diffusion XL (Base 1.0) [12, 13] as the image generation
model, configured with a fixed seed value of 1244 and 40 inference steps to ensure consistency and
reproducibility. This model is selected over alternative models due to its capability for producing softer,
more artistic renderings — particularly well-suited for stylized, anime, and fantasy art — as evidenced
by the comparative results presented in Table 1. The fourth step involves a quality check performed by
a human expert, who evaluates whether the generated image effectively represents the key aspects of
the argument. If the image is deemed satisfactory, it is accepted; otherwise, the prompt is revised to
emphasize any missing elements. However, for the images submitted to the task, no prompt revisions
were required. Using this process, five images were generated for each argument.

Finally, the generated images are ranked by first generating a description of each image using
LLaVA 1.5 (13B) [14, 15], and then computing the cosine similarity between this description and the
original image prompt using Sentence-BERT (SBERT) [16], specifically the all-MiniLM-L6-v2 model.
An example of this similarity assessment and ranking method is illustrated in Table 2 in the appendix.

4. Evaluation

To evaluate how well the generated images align with the arguments, we employ three distinct methods
to measure semantic similarity between argument-image pairs. The first method directly compares
the image and the argument by computing cosine similarity between their embeddings, generated
using the multimodal CLIP model (clip-vit-base-patch32) [17]. For the second and third methods, we
first generate a description of each image using LLaVA 1.5 (13B) [14, 15]. In the second method, the
image description is compared to the corresponding argument by computing SBERT embeddings and
measuring their cosine similarity. The third method compares the image description to the image
prompt used to generate the image, also using SBERT embeddings. This third method is also employed
internally by the system to determine the final ranking of the generated images, as detailed in Section 3.
A summary of the mean cosine similarity scores for all three methods across individual topics, along
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Figure 2: Metrics of cosine similarity for various embedding methods. (Top:) Variation in mean cosine similarity
across 27 topics using three different embedding methods. The blue line represents CLIP embeddings between
the image and the argument. The orange and green lines represent SBERT embeddings computed between the
automatically generated image description (produced by LLaVA) and the image prompt used to generate the
image (orange) or the argument (green). (Bottom:) Averaged similarity scores across all topics, showing mean,
median, standard deviation (Std. Dev.), minimum, and maximum cosine similarity values.

with central metrics averaged across all approaches, is presented in Figure 2. More detailed results for
each of the three evaluation methods are available in the appendix, as shown in Figure 3. The results
show that the cosine similarity between the image description generated by LLaVA and the image
prompt is the highest among all measured similarities, consistently exceeding the similarity between
the image description and the original argument. This is likely because the image prompts contain more
detailed descriptions of visual aspects than the arguments alone, leading to higher similarity scores.
Overall, the consistently high similarity confirms that the generated images closely align with the image
prompts. In addition, we observe a strong correlation between similarities based on the image prompt
and those based on the argument. This indicates that the image prompt is thematically aligned with the
argument. Some topics in Figure 2 exhibit noticeably lower similarity. These cases may correspond to
complex arguments, or to arguments that require the visualization of undesirable or negative aspects.

The CLIP-based similarity between the image and the original argument consistently produces the
lowest similarity scores, with the values lying very close together. This observation aligns with existing
research [18], which highlights that CLIP similarities are generally very uniform. This insight plays a
particularly important role in automatically deciding whether an image fits an argument. In such cases,
CLIP embeddings are likely not suitable.

Notably, as shown in Table 2 in the appendix, the image prompts used to guide generation differ
substantially from the original arguments. Through this transformation and fusion, the visual essence
of the argument is better captured, resulting in improved image quality, enhanced visual clarity, and
reduced visual noise. The strength of our approach for generating highly relevant images is demonstrated
by its first-place ranking in the shared task, outperforming all baseline approaches that rely on the raw
argument text as prompts.



5. Conclusion

In this work, we introduced a novel argument-image generation system that first identifies relevant
aspects of the arguments and then combines these aspects with the original argument to create a
corresponding image prompt. This prompt is used by an image generator to produce the related
image. By enriching the original arguments with key aspects and using detailed, extended prompts for
generation, our approach improves image quality and reduces visual noise. This enables the generation
of highly relevant images and resulted in the system achieving first place in the competition.
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Figure 3: Similarity Distribution. The boxplot illustrates the distribution of cosine similarity scores across 27
topics using three different embedding methods. The blue boxes represent CLIP embeddings computed between
the image and the argument. The orange and green boxes represent Sentence-BERT embeddings between the
automatically generated image description (produced by LLaVA) and either the image prompt used to generate
the image (orange) or the argument (green).



Table 2

Comparison between arguments and the image prompts used to generate the corresponding images. The first
column contains the original argument from the dataset. The ‘Image Prompt’ column displays the prompt
generated by the language model, incorporating key aspects of the argument to guide image generation. The
‘Image Description’ column shows the image-to-text description produced by the LLaVA model. The ‘CS’ (Cosine
Similarity) column reports the similarity between the generated prompt and the LLaVA description, computed
using the SBERT model. The final column provides the ranking based on cosine similarity scores submitted for

the shared task.

Argument Image Prompt Image Description CS Rank
Consuming too A young adult woman is sit- In the image, a woman is sit- 0.79 1
much Fast Food  ting at a table with a plate ting at a dining table with a
leads to obesity of french fries, a burger, and plate of food in front of her.
a soda in front of her. She is The plate contains a ham-
looking down at the food and burger, french fries, and a
is frowning, clearly feeling sandwich. She is holding a
guilty about her unhealthy sandwich in her hand, and
eating habits. She is wearing there is a cup on the table as
jeans and a t-shirt, and her well. The woman appears to
hair is pulled back in a pony- be enjoying her meal, and the
tail. Behind her, there is a scene is set in a restaurant.
McDonald’s sign and a trash
can overflowing with fast food
wrappers.
Consuming too A man sitting in a fast food The image is a cartoon draw- 0.74 2
much Fast Food  restaurant, surrounded by ing of a man sitting on a chair.
leads to obesity empty wrappers and packag- ~ He is wearing a white shirt
ing. He has a large belly, and and red pants. The man ap-
his face is red and sweaty from  pears to be quite large, possi-
overeating. bly obese. He is surrounded
by a large number of bags of
chips, with some of them scat-
tered on the floor. The man
seems to be enjoying his time,
possibly eating the chips.
Consuming too A group of children playing The image depicts a group 0.54 3

much Fast Food
leads to obesity

in a park, surrounded by fast
food containers, chips, and
sugary drinks. The children
are oblivious to the unhealthy
consequences of their snack-
ing habits, and continue to eat
unhealthy food, ignoring the
warnings from their parents
and health experts.

of children gathered around

a tree, enjoying a picnic to-
gether. They are sitting on the
ground, with some of them
eating chips and drinking from
cups. There are several cups
scattered around the area,
along with a few bottles. The
children are engaged in conver-
sation and laughter, creating
a lively and fun atmosphere.
The scene captures the essence
of childhood and the simple
joys of spending time outdoors
with friends.
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