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Abstract
This manuscript presents the Infotec+CentroGEO solution for the Image Retrieval/Generation for Arguments
challenge at Touché-2025. This shared task asks for systems that can retrieve an image from a given dataset to
support a given argument; these arguments include only a single claim without supporting premises. The team’s
solutions included the usage of MCIP, CLIP, and SBERT to obtain a value for the representations of the images
and claims.
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1. Introduction

Visual information plays a crucial role in communication, often enhancing the impact and memorability
of textual messages. This phenomenon, known as the picture superiority effect [1], suggests that
images are processed and recalled more effectively than words due to their distinct perceptual and
conceptual qualities. Consequently, images are powerful tools for constructing arguments and improving
comprehension and persuasiveness.

Hung et al. [2] studied the relevance judgment of journalists when searching for photographs to
support news stories; several key criteria for image search and selection were identified, highlighting
the importance of associated textual information and personal feelings. On the other hand, Wang
et al. [3] indicate how specialized applications have concentrated on examining the link between text
messages and images in political campaigns circulated on social networks; studying the relationship
between text, objects, and colors to comprehend the propaganda strategy. The work of Kiesel et al.
[4] on image retrieval employs computational techniques that use argument mining, justify the use of
images as evidence, and improve information retrieval and comprehension in argumentative contexts.

As described in [5, 6], the task of Touché 2025 involves selecting the best image to support an
argument. During our data analysis and exploration, we saw that several images could equally support
a single argument; nevertheless, the competition organizer did not share any ground truth data, so it
was not easy to assess our solutions automatically.

So, we think the task proposed in the Touché 2025 competition is very complex because the dataset
has many images to pair with each claim, some of which are very similar. A solution cannot apply
supervised learning directly due to the lack of a training set to help learning models; therefore, tasks
require heuristics that replicate human image search and selection strategies. The response solutions are
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manually evaluated through a human committee. So, in this manuscript, we describe all the approaches
we used trying to select the best possible pair of image and argument to finally submit our best solutions
to the human evaluation coordinated by the organizers of the Touché 2025 competition. In our case, only
a solution based on image retrieval was submitted because although we tested some image generation
models, we considered not submitting a generation image approach because of our limitations in
computational resources and the time required.

This manuscript is organized as follows. Section 2 describes the task in which the team participated
and the dataset the organizers provided. Section 3 shows the approaches proposed for retrieving images
for arguments. In Section 4, the evaluation of the results is done with our tiny labeled dataset. Finally,
Section 5 concludes the manuscript and discusses future directions.

2. Task description

The Image Retrieval/Generation for Arguments challenge corresponds to Task 3 in Touché 2025 [5].
Given a claim, the objective is to find relevant images from a provided image database and rank them
according to how much these images can be used as an argument to support that claim.

Each image includes metadata automatically extracted from the picture using Al models. The metadata
includes the text, labels, and keywords extracted from the image using Google Cloud Vision and a
caption provided by LLaVA. Human experts will evaluate submissions according to defined relevance
criteria. The results were uploaded to the TIRA platform [7].

The dataset is composed of images depicting scenes or visual concepts, as well as their associated
texts, organized into reference captions representing the content of each image. It contains 32,339
images, with 128 claims derived from 27 different topics. Each claim is uniquely recorded in an XML
file, although a topic may appear in multiple arguments. Each image includes its respective metadata,
and in this study, text and captions were utilized to improve the representation of the images.

3. Methodology

We tried some state-of-the-art models such as CLIP [8], MCIP [9], and Sentence BERT [10]. In the
following sections, each approach will be explained in detail.

3.1. A tiny labeled dataset for guiding our approach

We have to manually classify a small subset with 13 claims, from 3 topics, containing 995 images, to
compare and determine whether our strategies improve our results quantitatively. We decided to build
this ground truth data to have a guide to assess our efforts. The 13 claims (see Table 1) provided in the
first stage were used to select among 995 images (also provided in the first stage of the competition, in
a dataset called tiny version) the top three that most support each claim, so for each claim, we selected
the intersection of the top three selected by two humans, to establish the final top three images per
each argument. So, in this labeling produced at least two evaluations per image concerning claims, and
then we selected the five best images for each argument.

After this manual annotation, different techniques for retrieving the images were evaluated. The
architectures used are explained in the following subsections. The score was computed as if the top
n images provided by the model were in the top three images manually selected; it was considered a
success. The score has a higher probability when n is also higher. Although we did not measure the
inter-annotator agreement, we consider it high enough because both persons have a high intersection
between their selected images.



Table 1
Claims in the tiny dataset provided in the first stage

ID  Topic Claim

1-1  Automation in the Workforce ~ Automation increases work efficiency

1-2  Automation in the Workforce ~ Automation allows workers to focus on complex tasks

1-3  Automation in the Workforce ~ Automation increases productivity in industries

1-4  Automation in the Workforce ~ Automation reduces human error in repetitive tasks

1-5  Automation in the Workforce ~ Automation leads to significant job displacement for workers

2-1  Renewable Energy Renewable energy production is dependent on weather conditions
2-2  Renewable Energy Fossil fuels contribute heavily to pollution

2-3  Renewable Energy Renewable energy sources are virtually limitless

2-4  Renewable Energy Renewable energy reduces greenhouse gases

3-1  Social Media’s Role in Society  Social Media contributes to mental health issues
3-2  Social Media’s Role in Society  Social media connects people across diverse cultures
3-3  Social Media’s Role in Society  Social media connects people across countries

3-4  Social Media’s Role in Society  Social media fosters cyberbullying

3.2. Multimodal encoding models
CLIP

Contrastive Language-Image Pretraining (CLIP) [8] is a multimodal model that is used to predict whether
a pair, image and text is related or not. CLIP was trained on text paired with images on the internet,
and one important limitation mentioned by its authors is the presence of social biases in the model
because this pair of image-text was used unfiltered and uncurated; nevertheless, the results achieved
by CLIP are impressive most of the time. Specifically, we used the CLIP version of OpenAl’ with the
ViT-L-14-336 model. We used the pair, image, and text, and obtained the similarity between them, so
we sorted these similarities and chose the top five for the submission.

MCIP

Schall et al. [9] introduce the Multi-Caption-Image-Pairing (MCIP), while it is similar to CLIP, here the
image encoder is trained with a different loss function and a collection of related captions per image.
The text encoder is frozen to maintain alignment of the text and image embeddings.

Argumentative information is extracted from the claims, which constitutes a textual proposition.
Each image could be a good illustration of the claim; the model used is the same as that used for the
caption. This transforms each claim into a normalized semantic vector that can be compared with both
the image and the reference captions.

Then, we derived textual propositions (arguments) from claims. Each image may effectively demon-
strate the claim, using the same model employed for captions. This process converts each claim into a
standardized semantic vector, enabling comparison with both the image and the associated captions;
thus, we are able to evaluate semantic similarity by comparing the image vector with both the claim
and the caption embeddings. This is done by applying cosine similarity, which evaluates how close the
vectors are in the shared semantic space.

This methodology aims to determine the relevance of a claim relative to the visual content of an image
by using reference captions as a context. A score is generated to measure the semantic compatibility of
each claim concerning the image and its caption. Ultimately, results are organized that associate each
image with a list of scores that reflect the similarity between the image and all claims. These scores can
be ranked to identify the top five images with the highest score, which implies a stronger semantic
association between the claim, the image, and its caption.

'https://github.com/openai/CLIP/



3.3. Text encoders

Sentence BERT (SBERT) [10] is a language model tailored for tasks involving similarity. Built on the
foundation of a BERT model, SBERT is further optimized to transform text into vectors in such a way
that semantically similar text points correspond within the target latent space. Training of SBERT
involves semantically related pairs and triplets, utilizing a siamese neural architecture that encloses the
base BERT model, along with latent-space pooling and a transformation to align vectors with similar
text sentences.

A different approach we tried was to use text-based information only. Instead of using actual
images, we concatenated the text within the image with the caption provided as input to the Sentence
BERT model; in particular, we used the multi-qa-mpnet-base-dot-v1 variant. So we obtained an
embedding for each image that captures its semantic information. We then concatenated the topic with
the claim and obtained the corresponding embeddings. We normalized all the embeddings from the
images and claims. Finally, for each claim, we used cosine similarity to rank the image embeddings and
retrieved the top five.

4. Results

As mentioned above, we did our own tagged dataset with a subset of the data provided by the competition
organizers. This internal evaluation provided some information on the results of our efforts.

Table 2 shows the results of this evaluation. In the headings, we have all the different claims that
are used to develop our models (which means the argument IDs). MCIP, CLIP, and SBERT refer to the
corresponding models explained before and k is indicated, for which the top values k generated by the
model were considered.

Table 2
Internal results using our labeled dataset
-1 12 13 14 15 2-1 2-2 23 24 31 32 33 34 Score

MCIP_k=5 0 0 1 0 1 1 0 0 0 1 0 1 0 0.3846
MCIP_k=3 0 0 1 0 1 1 0 0 0 0 0 1 0 0.3077
MCIP_k=1 0 0 1 0 0 0 0 0 0 0 0 0 0 0.0769
CLIP_k=5 0 0 1 0 1 0 1 0 0 1 0 1 0 0.3846
CLIP_k=3 0 0 1 0 1 0 1 0 0 1 0 1 0 0.3846
CLIP_k=1 0 0 1 0 0 0 0 0 0 0 0 1 0 0.1538
SBERT_k=5 1 1 1 1 1 1 0 0 0 1 1 0 0 0.6154
SBERT_k=3 1 1 0 1 1 0 0 0 0 1 1 0 0 0.4615
SBERT_k=1 1 0 0 1 1 0 0 0 0 0 0 0 0 0.2308

The score was calculated as follows; if one of the k best results is at least one of the three solutions
manually established, it is considered a success (represented by 1), otherwise it is an error (represented
by 0).

The k values are related to the number of images returned by the model, so the higher this £ higher
the probability of being (at least in one element) in our three manually chosen images. So, the score has
the range value 0-1, 0 being the lowest possible result and 1 the contrary case. Then, the best results
were obtained by SBERT k£ = 5, 3, 1.

Although SBERT reached the best result, we decided to send as the final solution the three outputs
produced by CLIP, MCIP, and SBERT, respectively. The main reason we decided that is because MCIP
and CLIP are very similar in their results and both considered image-text; on the other hand, SBERT
is the unique solution text-based only and achieved our best results, so, as we had the opportunity to
submit more than one solution, we took advantage of that.

According to the final results, our best performance was obtained by our CLIP solution, beating the
results achieved by SBERT.



5. Conclusions

This work presented our proposals to tackle Touché in the CLEF2025 competition, a task asking language
and vision models to find better images that support a specific claim (text).

Our methodology involved creating a tiny subset of arguments and images to guide our research
efforts. In terms of models, we evaluated two multimodal models, a text-based language model and
one text-based only model. Our most successful strategy used SBERT to evaluate and align images
(their textual descriptions) with claims, allowing us to identify the top five images related to each claim.
This undertaking is particularly complex due to the necessity for human assessment, which presents
considerable obstacles in refining models to achieve specific objectives.

Our results suggest that the retrieval problem presents significant challenges and necessitates further
research to address and meet individuals’ informational needs effectively.
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